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Chapter 1

Flavor physics within the SM and the flavor problem

1 The flavor sector of the SM
The Standard Model (SM) Lagrangian can be divided into two main parts, the gauge and the Higgs (or
symmetry breaking) sector. The gauge sector is extremely simple and highly symmetric: it is completely
specified by the local symmetry GSM

local = SU(3)C ⇥ SU(2)L ⇥ U(1)Y and by the fermion content,
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The fermion content consist of five fields with different quantum numbers under the gauge group,1

Qi
L(3, 2)+1/6 , U i

R(3, 1)+2/3 , Di
R(3, 1)�1/3 , Li

L(1, 2)�1/2 , Ei
R(1, 1)�1 , (1.2)

each of them appearing in three different replica or flavors (i = 1, 2, 3).
This structure give rise to a large global flavor symmetry of LSM

gauge. Both the local and the global
symmetries of LSM

gauge are broken with the introduction of a SU(2)L scalar doublet �, or the Higgs
field. The local symmetry is spontaneously broken by the vacuum expectation value of the Higgs field,
h�i = v = (2

p
2GF )

�1/2 ⇡ 174 GeV, while the global flavor symmetry is explicitly broken by the
Yukawa interaction of � with the fermion fields:
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The large global flavor symmetry of LSM
gauge, corresponding to the independent unitary rotations in flavor

space of the five fermion fields in Eq. (1.2), is a U(3)

5 group. This can be decomposed as follows:

Gflavor = U(3)

5 ⇥ Gq ⇥ G` , (1.4)

where
Gq = SU(3)QL

⇥ SU(3)UR
⇥ SU(3)DR

, G` = SU(3)LL
⌦ SU(3)ER

. (1.5)

Three of the five U(1) subgroups can be identified with the total barion and lepton number, which are
not broken by LYukawa, and the weak hypercharge, which is gauged and broken only spontaneously by
h�i 6= 0. The subgroups controlling flavor-changing dynamics and flavor non-universality are the non-
Abelian groups Gq and G`, which are explicitly broken by Yd,u,e not being proportional to the identity
matrix.

The diagonalization of each Yukawa coupling requires, in general, two independent unitary ma-
trices, VLY V †

R = diag(y1, y2, y3). In the lepton sector the invariance of LSM
gauge under G` allows us to

freely choose the two matrices necessary to diagonalize Ye without breaking gauge invariance, or without
observable consequences. This is not the case in the quark sector, where we can freely choose only three
of the four unitary matrices necessary to diagonalize both Yd and Yu. Choosing the basis where Yd is
diagonal (and eliminating the right-handed diagonalization matrix of Yu) we can write

Yd = �d , Yu = V †�u , (1.6)
1 The notation used to indicate each field is  (A,B)Y , where A and B denote the representation under the SU(3)C and

SU(2)L groups, respectively, and Y is the U(1)Y charge.
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The CKM matrix

quark sector: weak eigenstates ̸= mass eigenstates
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The Unitary Triangle

unitarity relations, e.g. V ∗
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2.1 Flavour Changing Neutral Currents 7

searches allow us to access new particles produced virtually in loop processes. In indirect
searches, flavour observables play a key-role to explore New Physics at higher energy scales.

This chapter is devoted to the theoretical description of rare processes involving FCNCs,
with particular attention to the B0

d ! µ

+
µ

� and B0
s ! µ

+
µ

� decays. The search for such rare
decays ultimately aims at testing the Standard Model of particle interactions and eventually
uncovering New Physics beyond the Standard Model.

�.� Flavour Changing Neutral Currents
Flavour Changing Neutral Currents are absent at the tree level in the Standard Model.
Charged currents mediated by W± bosons can instead violate flavour, therefore one can
use a W boson in a loop to create an overall Flavour Changing Neutral process: FCNC pro-
cesses are thus possible at higher orders. The diagrams in 2 represent decay amplitudes at
the level of elementary particles (quarks, leptons, bosons).

(a)

Figure 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Feynman diagrams of the SM processes contributing to B0

s ! µ

+
µ

� decays, involving top quarks and W bosons: Z0-
penguin diagrams on the left and box diagram on the right. Self energy (gluonic) corrections and Higgs contributions
are here not considered.

To actually calculate a decay rate, one needs to account for the fact that quarks are con-
fined inside hadrons, bound by the exchange of soft gluons. The case of the B0

s(d) ! µ

+
µ

�

decay is the cleanest possible exclusive B-decay: due to the purely leptonic final state, all
non-perturbative effects can be confined to a single parameter, the B-meson decay constant,
defined via the axial-vector current matrix element [28]:

⌦
0|q̄g

µ

g5b|B̄q(p)
↵
= ip

µ

FBq , (11)

where p
µ

is the four-momentum of the initial B-meson and q represents the d or s quark.
Theoretical calculations of hadronic decay rates are based on effective Hamiltonians of

the type [29]:

Heff =
GFp

2 Â
i

Ci(µ)Qi(µ) , (12)

and the decay amplitude for a meson |Mi (e.g. K, D, B) into a final state |Fi (e.g. pp, µµ),
is given by

A(M ! F) = hF| Heff |Mi = GFp
2 Â

i
Ci(µ) hF| Qi(µ) |Mi . (13)
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Fig. 1. Leading order diagrams for neutral meson mixing in the SM.

2. Beauty mixing phenomenology in a nutshell

Excellent pedagogical introductions to neutral meson mixing can be found in
textbooks

4
, recent reviews

5,6
and lecture notes.

7,8
An up-to-date review of exper-

imental constraints on B meson mixing can also be found in the PDG.
9
The fol-

lowing discussion applies to neutral mesons of any kind. However, we shall denote
the flavour eigenstate with the symbol B

0
for beauty meson and use numerical

estimates that apply to B
0
s and B

0
d .

2.1. Time-evolution of the B
0
-B

0
system

Consider the wave function B
0
(t) for a neutral meson that is the superposition of

flavour eigenstates B
0
and B

0
. The time-evolution of its projections into flavour

eigenstates is given by a Schrödinger equation

i
d

dt

 
hB0|B(t)i
hB0|B(t)i

!
=

✓
H11 H12

H21 H22

◆  hB0|B(t)i
hB0|B(t)i

!
. (2)

Since the meson decays and we do not consider the wave function of final states, the
Hamiltonian H is not hermitian. However, like any other complex matrix, it can be
decomposed in terms of two hermitian matrices, which we label by M and �,

H = M � i
2�. (3)

Since M and � are hermitian, their diagonal elements are real and we have M21 =
M

⇤
12 and �21 = �

⇤
21. CPT invariance requires M11 = M22 and �11 = �22. Ignoring

for the moment the interference with phases in the final state, the common phase
of B

0
and B

0
is arbitrary such we can choose either the phase of M12 or �12 and

only their phase di↵erence matters. Consequently, the mixing can be parametrized
by five real parameters, which are conventionally chosen to be

M11, �11, |M12|, |�12| and �12 = arg

✓
�M12

�12

◆
. (4)

The mass M11 is determined by the quark masses and strong interaction binding
energy. In the B system it is about 5 GeV and more than ten orders of magnitude
larger than the size of the other elements, which all involve the weak interaction.

The time-evolution of the meson-anti-meson system is described in terms of the
eigenstates of the Hamiltonian. The two mass eigenstates can be written as linear
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Chapter 3

Flavor physics beyond the SM: models and predictions

If the physics beyond the SM respects the SM gauge symmetry, as we expect from general arguments,
the corrections to low-energy flavor-violating amplitudes can be written in the following general form

A(fi ! fj +X) = A0


cSM
M2

W

+

cNP

⇤

2

�
, (3.1)

where ⇤ is the energy scale of the new degrees of freedom. This structure is completely general: the
coefficients cSM(NP) may include appropriate CKM factors and eventually a ⇠ 1/(16⇡2

) suppression if
the amplitude is loop-mediated. Given our ignorance about the cNP, the values of the scale ⇤ probed by
present experiments vary over a wide range. However, the general result in Eq. (3.1) allows us to predict
how these bounds will improve with future experiments: the sensitivity on ⇤ scale as N1/4, where
N is the number of events used to measure the observable. This implies that is not easy to increase
substantially the energy reach with indirect NP searches only. Moreover, from Eq. (3.1) it is also clear
that indirect searches can probe NP scales well above the TeV for models where (cSM ⌧ cNP), namely
models which do not respect the symmetries and the symmetry-breaking pattern of the SM.

The bound on representative �F = 2 operators have already been shown in Table 1.1. As can
be seen, for cNP = 1 present data probes very high scales. On the other hand, if we insist with the
theoretical prejudice that NP must show up not far from the TeV scale in order to stabilize the Higgs
sector, then the new degrees of freedom must have a peculiar flavor structure able to justify the smallness
of the effective couplings cNP for ⇤ = 1 TeV.

1 The Minimal Flavor Violation hypothesis
The main idea of MFV is that flavor-violating interactions are linked to the known structure of Yukawa
couplings also beyond the SM. In a more quantitative way, the MFV construction consists in identifying
the flavor symmetry and symmetry-breaking structure of the SM and enforce it also beyond the SM.

The MFV hypothesis consists of two ingredients [49]: (1) a flavor symmetry and (ii) a set of
symmetry-breaking terms. The symmetry is noting but the large global symmetry Gflavor of the SM
Lagrangian in absence of Yukawa couplings shown in Eq. (1.4). Since this global symmetry, and partic-
ularly the SU(3) subgroups controlling quark flavor-changing transitions, is already broken within the
SM, we cannot promote it to be an exact symmetry of the NP model. Some breaking would appear at the
quantum level because of the SM Yukawa interactions. The most restrictive assumption we can make to
protect in a consistent way quark-flavor mixing beyond the SM is to assume that Yd and Yu are the only
sources of flavor symmetry breaking also in the NP model. To implement and interpret this hypothesis
in a consistent way, we can assume that Gq is a good symmetry and promote Yu,d to be non-dynamical
fields (spurions) with non-trivial transformation properties under Gq:

Yu ⇠ (3, ¯3, 1) , Yd ⇠ (3, 1, ¯3) . (3.2)

If the breaking of the symmetry occurs at very high energy scales, at low-energies we would only be
sensitive to the background values of the Y , i.e. to the ordinary SM Yukawa couplings. The role of the
Yukawa in breaking the flavor symmetry becomes similar to the role of the Higgs in the the breaking
of the gauge symmetry. However, in the case of the Yukawa we don’t know (and we do not attempt to
construct) a dynamical model which give rise to this symmetry breaking.

26

Operator Bounds on ⇤ in TeV (cNP = 1) Bounds on cNP (⇤ = 1 TeV) Observables
Re Im Re Im

(s̄L�µdL)2 9.8⇥ 10

2
1.6⇥ 10

4
9.0⇥ 10

�7
3.4⇥ 10

�9
�mK ; ✏K

(s̄R dL)(s̄LdR) 1.8⇥ 10

4
3.2⇥ 10

5
6.9⇥ 10

�9
2.6⇥ 10

�11
�mK ; ✏K

(c̄L�µuL)2 1.2⇥ 10

3
2.9⇥ 10

3
5.6⇥ 10

�7
1.0⇥ 10

�7
�mD; |q/p|,�D

(c̄R uL)(c̄LuR) 6.2⇥ 10

3
1.5⇥ 10

4
5.7⇥ 10

�8
1.1⇥ 10

�8
�mD; |q/p|,�D

(

¯bL�µdL)2 6.6⇥ 10

2
9.3⇥ 10

2
2.3⇥ 10

�6
1.1⇥ 10

�6
�mBd

; S KS

(¯bR dL)(¯bLdR) 2.5⇥ 10

3
3.6⇥ 10

3
3.9⇥ 10

�7
1.9⇥ 10

�7
�mBd

; S KS

(

¯bL�µsL)2 1.4⇥ 10

2
2.5⇥ 10

2
5.0⇥ 10

�5
1.7⇥ 10

�5
�mBs ; S �

(¯bR sL)(¯bLsR) 4.8⇥ 10

2
8.3⇥ 10

2
8.8⇥ 10

�6
2.9⇥ 10

�6
�mBs ; S �

Table 1.1: Bounds on representative dimension-six �F = 2 operators, assuming an effective coupling cNP/⇤2.
The bounds are quoted on ⇤, setting |cNP| = 1, or on cNP, setting ⇤ = 1 TeV. The right column denotes the main
observables used to derive these bounds (see next chapter for more details).

where i, j are flavor indexes in the basis defined by Eq. (1.6). These operators contribute at the tree-level
to the meson-antimeson mixing amplitudes. Denoting cij the couplings of the non-standard operators in
(1.21), the condition |MNP

�F=2| < |MSM
�F=2| implies

⇤ <
3.4 TeV

|V ⇤
3iV3j |/|cij |1/2

<

8
<

:

9⇥ 10

3
TeV ⇥ |c21|1/2 from K0 � ¯K0

4⇥ 10

2
TeV ⇥ |c31|1/2 from Bd � ¯Bd

7⇥ 10

1
TeV ⇥ |c32|1/2 from Bs � ¯Bs

(1.22)

A more refined analysis, with complete statistical treatment and separate bounds for the real and
the imaginary parts of the various amplitudes, considering also operators with different Dirac structure,
is reported in Table 1.1.2 The main messages of these bounds are the following:

– New physics models with a generic flavor structure (cij of order 1) at the TeV scale are ruled out.
If we want to keep ⇤ in the TeV range, physics beyond the SM must have a highly non-generic
flavor structure.

– In the specific case of the �F = 2 operators in (1.21), in order to keep ⇤ in the TeV range, we
must find a symmetry argument such that |cij | <⇠ |V ⇤

3iV3j |2.

The strong constraining power of �F = 2 observables is a consequence of their strong suppres-
sion within the SM. They are suppressed not only by the typical 1/(4⇡)2 factor of loop amplitudes, but
also by the GIM mechanism [14] and by the hierarchy of the CKM matrix (|V3i| ⌧ 1, for i 6= 3). Re-
producing a similar structure beyond the SM is a highly non-trivial task. As we will discuss in the last
lecture, only in a few cases this can be implemented in a natural way.

To conclude, we stress that the good agreement of SM and experiments for Bd and K0 mixing
does not imply that further studies of flavor physics are not interesting. On the one hand, even for
|cij | ⇡ |V ⇤

3iV3j |, which can be considered the most pessimistic case, as we will discuss in Sect. 1, we are
presently constraining physics at the TeV scale. Therefore improving these bounds, if possible, would
be extremely valuable. One the other hand, as we will discuss in the next lecture, there are various
interesting observables which have not been deeply investigated yet, whose study could reveal additional
key features about the flavor structure of physics beyond the SM.

2Table 1.1 updates the corresponding table of Ref. [5] taking into account the recent measurements in the Bs system.
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Any extension of Standard Model found in DIRECT SEARCHES must comply with a 
non-trivial flavor structure: Flavor is a key ingredient of any BSM theory, which may 
help to discover NP!
!
The absence of FCNC already now sets strong constraints on the multi TeV-scale 
physics (higher than those found in direct searches so far, even foreseeable at LHC)!

LHC : direct vs. indirect searches!

3"This technique has been used since a long time in particle physics with great success!

arXiv:1302.0661!

2.1 Flavour Changing Neutral Currents 7

searches allow us to access new particles produced virtually in loop processes. In indirect
searches, flavour observables play a key-role to explore New Physics at higher energy scales.

This chapter is devoted to the theoretical description of rare processes involving FCNCs,
with particular attention to the B0

d ! µ

+
µ

� and B0
s ! µ

+
µ

� decays. The search for such rare
decays ultimately aims at testing the Standard Model of particle interactions and eventually
uncovering New Physics beyond the Standard Model.

�.� Flavour Changing Neutral Currents
Flavour Changing Neutral Currents are absent at the tree level in the Standard Model.
Charged currents mediated by W± bosons can instead violate flavour, therefore one can
use a W boson in a loop to create an overall Flavour Changing Neutral process: FCNC pro-
cesses are thus possible at higher orders. The diagrams in 2 represent decay amplitudes at
the level of elementary particles (quarks, leptons, bosons).

(a)

Figure 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Feynman diagrams of the SM processes contributing to B0

s ! µ

+
µ

� decays, involving top quarks and W bosons: Z0-
penguin diagrams on the left and box diagram on the right. Self energy (gluonic) corrections and Higgs contributions
are here not considered.

To actually calculate a decay rate, one needs to account for the fact that quarks are con-
fined inside hadrons, bound by the exchange of soft gluons. The case of the B0

s(d) ! µ

+
µ

�

decay is the cleanest possible exclusive B-decay: due to the purely leptonic final state, all
non-perturbative effects can be confined to a single parameter, the B-meson decay constant,
defined via the axial-vector current matrix element [28]:

⌦
0|q̄g

µ

g5b|B̄q(p)
↵
= ip

µ

FBq , (11)

where p
µ

is the four-momentum of the initial B-meson and q represents the d or s quark.
Theoretical calculations of hadronic decay rates are based on effective Hamiltonians of

the type [29]:

Heff =
GFp

2 Â
i

Ci(µ)Qi(µ) , (12)

and the decay amplitude for a meson |Mi (e.g. K, D, B) into a final state |Fi (e.g. pp, µµ),
is given by

A(M ! F) = hF| Heff |Mi = GFp
2 Â

i
Ci(µ) hF| Qi(µ) |Mi . (13)
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Constraining new physics in B
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Fig. 1. Leading order diagrams for neutral meson mixing in the SM.

2. Beauty mixing phenomenology in a nutshell

Excellent pedagogical introductions to neutral meson mixing can be found in
textbooks

4
, recent reviews

5,6
and lecture notes.

7,8
An up-to-date review of exper-

imental constraints on B meson mixing can also be found in the PDG.
9
The fol-

lowing discussion applies to neutral mesons of any kind. However, we shall denote
the flavour eigenstate with the symbol B

0
for beauty meson and use numerical

estimates that apply to B
0
s and B

0
d .

2.1. Time-evolution of the B
0
-B

0
system

Consider the wave function B
0
(t) for a neutral meson that is the superposition of

flavour eigenstates B
0
and B

0
. The time-evolution of its projections into flavour

eigenstates is given by a Schrödinger equation

i
d

dt

 
hB0|B(t)i
hB0|B(t)i

!
=

✓
H11 H12

H21 H22

◆  hB0|B(t)i
hB0|B(t)i

!
. (2)

Since the meson decays and we do not consider the wave function of final states, the
Hamiltonian H is not hermitian. However, like any other complex matrix, it can be
decomposed in terms of two hermitian matrices, which we label by M and �,

H = M � i
2�. (3)

Since M and � are hermitian, their diagonal elements are real and we have M21 =
M

⇤
12 and �21 = �

⇤
21. CPT invariance requires M11 = M22 and �11 = �22. Ignoring

for the moment the interference with phases in the final state, the common phase
of B

0
and B

0
is arbitrary such we can choose either the phase of M12 or �12 and

only their phase di↵erence matters. Consequently, the mixing can be parametrized
by five real parameters, which are conventionally chosen to be

M11, �11, |M12|, |�12| and �12 = arg

✓
�M12

�12

◆
. (4)

The mass M11 is determined by the quark masses and strong interaction binding
energy. In the B system it is about 5 GeV and more than ten orders of magnitude
larger than the size of the other elements, which all involve the weak interaction.

The time-evolution of the meson-anti-meson system is described in terms of the
eigenstates of the Hamiltonian. The two mass eigenstates can be written as linear

Chapter 3

Flavor physics beyond the SM: models and predictions

If the physics beyond the SM respects the SM gauge symmetry, as we expect from general arguments,
the corrections to low-energy flavor-violating amplitudes can be written in the following general form

A(fi ! fj +X) = A0


cSM
M2

W

+

cNP

⇤

2

�
, (3.1)

where ⇤ is the energy scale of the new degrees of freedom. This structure is completely general: the
coefficients cSM(NP) may include appropriate CKM factors and eventually a ⇠ 1/(16⇡2

) suppression if
the amplitude is loop-mediated. Given our ignorance about the cNP, the values of the scale ⇤ probed by
present experiments vary over a wide range. However, the general result in Eq. (3.1) allows us to predict
how these bounds will improve with future experiments: the sensitivity on ⇤ scale as N1/4, where
N is the number of events used to measure the observable. This implies that is not easy to increase
substantially the energy reach with indirect NP searches only. Moreover, from Eq. (3.1) it is also clear
that indirect searches can probe NP scales well above the TeV for models where (cSM ⌧ cNP), namely
models which do not respect the symmetries and the symmetry-breaking pattern of the SM.

The bound on representative �F = 2 operators have already been shown in Table 1.1. As can
be seen, for cNP = 1 present data probes very high scales. On the other hand, if we insist with the
theoretical prejudice that NP must show up not far from the TeV scale in order to stabilize the Higgs
sector, then the new degrees of freedom must have a peculiar flavor structure able to justify the smallness
of the effective couplings cNP for ⇤ = 1 TeV.

1 The Minimal Flavor Violation hypothesis
The main idea of MFV is that flavor-violating interactions are linked to the known structure of Yukawa
couplings also beyond the SM. In a more quantitative way, the MFV construction consists in identifying
the flavor symmetry and symmetry-breaking structure of the SM and enforce it also beyond the SM.

The MFV hypothesis consists of two ingredients [49]: (1) a flavor symmetry and (ii) a set of
symmetry-breaking terms. The symmetry is noting but the large global symmetry Gflavor of the SM
Lagrangian in absence of Yukawa couplings shown in Eq. (1.4). Since this global symmetry, and partic-
ularly the SU(3) subgroups controlling quark flavor-changing transitions, is already broken within the
SM, we cannot promote it to be an exact symmetry of the NP model. Some breaking would appear at the
quantum level because of the SM Yukawa interactions. The most restrictive assumption we can make to
protect in a consistent way quark-flavor mixing beyond the SM is to assume that Yd and Yu are the only
sources of flavor symmetry breaking also in the NP model. To implement and interpret this hypothesis
in a consistent way, we can assume that Gq is a good symmetry and promote Yu,d to be non-dynamical
fields (spurions) with non-trivial transformation properties under Gq:

Yu ⇠ (3, ¯3, 1) , Yd ⇠ (3, 1, ¯3) . (3.2)

If the breaking of the symmetry occurs at very high energy scales, at low-energies we would only be
sensitive to the background values of the Y , i.e. to the ordinary SM Yukawa couplings. The role of the
Yukawa in breaking the flavor symmetry becomes similar to the role of the Higgs in the the breaking
of the gauge symmetry. However, in the case of the Yukawa we don’t know (and we do not attempt to
construct) a dynamical model which give rise to this symmetry breaking.

26
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13"

b and c quark production in the LHC environment!

Complementary acceptances !
LHCb acceptance : 2 < η < 5  - ATLAS, CMS: |η| < 2.5 !
ALICE   |η| < 0.9 and - 4< η < - 2.5!

Large cross sections, huge background!
!
•  inelastic pp collisions σ ~ 60 mb (7 TeV)!
•  c quark production σ ~ 6 mb (7 TeV)!
•  b quark production σ ~ 0.3 mb (7 TeV)!
!
All c- and b- hadrons types produced!
(access to b-baryons and b excited states)!
Rich spectroscopy – huge samples of c-mesons!

13"

b and c quark production in the LHC environment!

Complementary acceptances !
LHCb acceptance : 2 < η < 5  - ATLAS, CMS: |η| < 2.5 !
ALICE   |η| < 0.9 and - 4< η < - 2.5!

Large cross sections, huge background!
!
•  inelastic pp collisions σ ~ 60 mb (7 TeV)!
•  c quark production σ ~ 6 mb (7 TeV)!
•  b quark production σ ~ 0.3 mb (7 TeV)!
!
All c- and b- hadrons types produced!
(access to b-baryons and b excited states)!
Rich spectroscopy – huge samples of c-mesons!

�(pp ! inel) = 60 mb
�(pp ! cc̄) = 6
�(pp ! bb̄) = 0.3



6

LHCb (a dedicated Flavor Physics experiment)!

Excellent vertex resolution to resolve fast oscillation of Bs (σ~ 40 fs)!
!
Background rejection (S/B=1/200 at production)!
!Excellent particle ID (π, K, p, e, γ, µ) - Precise momentum resolution (~0.5%)"

"
Trigger capability!
!Efficient selection of hadronic and leptonic final states!
!Low pT single µ detection (>1.5 GeV) !
!Good efficiency also for charm hadronic decays (LHC is a charm factory !)!
!
Lower luminosity (~ 4 1032 cm-2s-1) and lower pile-up (~ 2 events/pp crossing) !

12"

velo 

rich1 rich2 

‣
‣
‣

ECAL

RICH-1

HCAL
MUONtracker:

strawtubes/Si strips RICH-1I
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40 MHz bunch crossing rate

450 kHz
h±

400 kHz
µ/µµ

150 kHz
e/γ

L0 Hardware Trigger : 1 MHz 
readout, high ET/PT signatures

Software High Level Trigger
Introduce tracking/PID information, 
find displaced tracks/vertices
Offline reconstruction tuned to trigger 
time constraints
Mixture of exclusive and inclusive 
selection algorithms

2 kHz 
Inclusive

Topological

5 kHz Rate to storage
2 kHz 

Inclusive/
Exclusive 

Charm

1 kHz
Muon and 
DiMuon
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The Unitary Triangle
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Measuring CP violation in B decays

CPV in B decays is consequence of interfering amplitudes

Two types of measurements

1. Charge asymmetry: Ach
f ≡ N(B → f) − N(B → f̄)

N(B → f) + N(B → f̄)

≥ 2 interfering amplitudes with both different weak and ’strong’ phase

2. Time-dependent asymmetry: if B0 and B0 have common final state f ,
interference through B0-B0 mixing

A(t) ≡ N(B0(t) → f) − N(B0(t) → f)

N(B0(t) → f) + N(B0(t) → f)
= Sf sin(∆md t) − Cf cos(∆md t)

For example, for B0 → J/ψK0
S : SJ/ψK0

S
= sin 2β and CJ/ψK0

S
= 0

Note, for asymmetry measurements of neutral Bs:

need to tag the flavor of the
( )

B0 at t = 0

at Υ (4S), B0 and B0 in coherent state:
t −→ ∆t ≡ t(B → f) − t(otherB)
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be

ACP (B
0!K+⇡�) = �0.080± 0.007 (stat)± 0.003 (syst),

ACP (B
0
s !K�⇡+) = 0.27± 0.04 (stat)± 0.01 (syst).

Dividing the central values by the sum in quadrature of
statistical and systematic uncertainties, the significances
of the measured deviations from zero are 10.5� and 6.5�,
respectively. The former is the most precise measurement
of ACP (B0 ! K+⇡�) to date, whereas the latter repre-
sents the first observation of CP violation in decays of
B0

s mesons with significance exceeding 5�. Both measure-
ments are in good agreement with world averages [34]
and previous LHCb results [22].
These results allow a stringent test of the validity of

the relation between ACP (B0 ! K+⇡�) and ACP (B0
s !

K�⇡+) in the SM given in Ref. [14] as

� =
ACP (B0!K+⇡�)

ACP (B0
s !K�⇡+)

+
B(B0

s !K�⇡+)

B(B0!K+⇡�)

⌧d
⌧s

= 0, (11)

where B(B0 ! K+⇡�) and B(B0
s ! K�⇡+) are CP -

averaged branching fractions, and ⌧d and ⌧s are the B0

and B0
s mean lifetimes, respectively. Using additional

results for B(B0 ! K+⇡�) and B(B0
s ! K�⇡+) [25]

and the world averages for ⌧d and ⌧s [34], we obtain
� = �0.02 ± 0.05 ± 0.04, where the first uncertainty is
from the measurements of the CP asymmetries and the
second is from the input values of the branching fractions
and the lifetimes. No evidence for a deviation from zero
of � is observed with the present experimental precision.
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be

ACP (B
0!K+⇡�) = �0.080± 0.007 (stat)± 0.003 (syst),

ACP (B
0
s !K�⇡+) = 0.27± 0.04 (stat)± 0.01 (syst).

Dividing the central values by the sum in quadrature of
statistical and systematic uncertainties, the significances
of the measured deviations from zero are 10.5� and 6.5�,
respectively. The former is the most precise measurement
of ACP (B0 ! K+⇡�) to date, whereas the latter repre-
sents the first observation of CP violation in decays of
B0

s mesons with significance exceeding 5�. Both measure-
ments are in good agreement with world averages [34]
and previous LHCb results [22].
These results allow a stringent test of the validity of

the relation between ACP (B0 ! K+⇡�) and ACP (B0
s !

K�⇡+) in the SM given in Ref. [14] as

� =
ACP (B0!K+⇡�)

ACP (B0
s !K�⇡+)

+
B(B0

s !K�⇡+)

B(B0!K+⇡�)

⌧d
⌧s

= 0, (11)

where B(B0 ! K+⇡�) and B(B0
s ! K�⇡+) are CP -

averaged branching fractions, and ⌧d and ⌧s are the B0

and B0
s mean lifetimes, respectively. Using additional

results for B(B0 ! K+⇡�) and B(B0
s ! K�⇡+) [25]

and the world averages for ⌧d and ⌧s [34], we obtain
� = �0.02 ± 0.05 ± 0.04, where the first uncertainty is
from the measurements of the CP asymmetries and the
second is from the input values of the branching fractions
and the lifetimes. No evidence for a deviation from zero
of � is observed with the present experimental precision.
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without the considered track, IP is the impact parameter.
A multivariate algorithm is used for the identification of
secondary vertices consistent with the decay of a b hadron.

A set of off-line selection criteria is applied to recon-
struct B mesons and suppress the combinatorial back-
grounds. The B! decay products are required to satisfy a
set of selection criteria on their momenta, transverse mo-
menta, the !2

IP of the final-state tracks, and the distance of
closest approach between any two tracks. The B candidates
are required to have pT > 1:7 GeV=c, !2

IP < 10 (defined
by projecting the B candidate trajectory backwards from
its decay vertex) and displacement from any PV greater
than 3 mm. Additional requirements are applied to varia-
bles related to the B-meson production and decay, such
as quality of the track fits for the decay products, and the
angle between the B candidate momentum and the direc-
tion of flight from the primary vertex to the decay vertex.
Final-state kaons and pions are further selected using
particle identification information, provided by two
ring-imaging Cherenkov detectors [23]. The selection is
common to both decay channels, except the particle iden-
tification selection, which is specific to each final state.
Charm contributions are removed by excluding the regions
of !30 MeV=c2 around the D0 mass in the two-body
invariant masses m"", mK", and mKK. The contribution
of the B! ! J=cK! decay is also excluded from the
B! ! K!"þ"# sample by removing the mass region
3:05<m"" < 3:15 GeV=c2.

The simulated events used in this analysis are generated
using PYTHIA 6.4 [24] with a specific LHCb configuration
[25]. Decays of hadronic particles are produced by EVTGEN

[26], in which final-state radiation is generated using
PHOTOS [27]. The interaction of the generated particles
with the detector and its response are implemented using
the GEANT 4 toolkit [28], as described in Ref. [29].

Unbinned extended maximum likelihood fits to the mass
spectra of the selected B! candidates are performed. The
B! ! K!"þ"# and B! ! K!KþK# signal components
are parametrized by so-called Cruijff functions [30] to

account for the asymmetric effect of final-state radiation on
the signal shape. The combinatorial background is described
by an exponential function, and the background due to
partially reconstructed four-body B decays is parametrized
by an ARGUS function [31] convolved with a Gaussian
resolution function. Peaking backgrounds occur due to decay
modes with one misidentified particle and consist of the
channels B! ! KþK#"!, B! ! "þ"#"!, and B! !
#0ð$0%ÞK! for the B! ! K!"þ"# mode, and B! !
KþK#"! for the B! ! K!KþK# mode. The shapes of
the peaking backgrounds are obtained from simulation.
The peaking background yields are obtained from simulation
to be N#0K ¼ 2140! 154 (most of which lie at masses
lower than the signal), N""" ¼ 528! 58, and NKK" ¼
219! 25 for B! ! K!"þ"#, and NKK" ¼ 192! 20
for B! ! K!KþK# decays. The invariant mass spectra
of the B!!K!"þ"# and B!!K!KþK# candidates are
shown in Fig. 1.
The mass fits of the two samples are used to obtain the

signal yields NðK""Þ ¼ 35901! 327 and NðKKKÞ ¼
22119! 164, and the raw asymmetries, ArawðK""Þ ¼
0:020! 0:007 and ArawðKKKÞ ¼ #0:060! 0:007, where
the uncertainties are statistical. In order to determine the
CP asymmetries, the measured raw asymmetries are cor-
rected for effects induced by the detector acceptance and
interactions of final-state particles with matter, as well as
for a possible B-meson production asymmetry. The decay
products are regarded as a pair of charge-conjugate had-
rons hþh# ¼ "þ"#, KþK#, and a kaon with the same
charge as the B! meson. The CP asymmetry is expressed
in terms of the raw asymmetry and a correction A!,

ACP ¼ Araw # A!; A! ¼ ADðK!Þ þ APðB!Þ: (2)

Here, ADðK!Þ is the kaon detection asymmetry, given in
terms of the charge-conjugate kaon detection efficiencies
"DðK!Þ by ADðK!Þ ¼ "½"DðK#Þ; "DðKþÞ(, and APðB!Þ
is the production asymmetry, defined from the B! produc-
tion rates RðB!Þ as APðB!Þ ¼ "½RðB#Þ; RðBþÞ(.
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FIG. 1 (color online). Invariant mass spectra of (a) B! ! K!"þ"# decays and (b) B! ! K!KþK# decays. The left panel in each
figure shows the B# modes, and the right panel in each shows the Bþ modes. The results of the unbinned maximum likelihood fits are
overlaid. The main components of the fit are also shown.
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the number NðB"Þ of negative and positive entries in each
bin of the background-subtracted Dalitz plots.

The distributions of the AN
raw variable in the Dalitz plots

of B" ! K"!þ!% and B" ! K"KþK% are shown in
Fig. 2, where the B" ! K"KþK% Dalitz plot is symme-
trized and its two-body invariant mass squared variables
are defined asm2

KþK% low<m2
KþK%high. For B

"!K"!þ!%,

we identify a positive asymmetry located in the low !þ!%

invariant mass region, around the "ð770Þ0 resonance, as
seen by Belle [18] and BABAR [19], and above the f0ð980Þ
resonance. This can also be seen in the inset figure of the
!þ!% invariant mass projection, where there is an excess
of B% candidates. No significant asymmetry is present in
the low-mass region of the K"!& invariant mass projec-
tion. The AN

raw distribution of the B" ! K"KþK% mode
reveals an asymmetry concentrated at low values of
m2

KþK% low and m2
KþK% high in the Dalitz plot. The distribu-

tion of the projection of the number of events onto the
m2

KþK% low invariant mass (inset in the right plot of Fig. 2)

shows that this asymmetry is not related to the
#ð1020Þ resonance but is instead located in the region
1:2<m2

KþK% low < 2:0 GeV2=c4.
The CP asymmetry in each of the channels is further

studied in the region where the raw asymmetry is observed
to be large. The B" ! K"KþK% region m2

KþK% high <

15 GeV2=c4 and 1:2<m2
KþK% low<2:0GeV2=c4 is defined

such that the #ð1020Þ resonance is excluded. For the
B" ! K"!þ!% mode, we measure the CP asymmetry
of the region m2

K"!& < 15 GeV2=c4 and 0:08<m2
!þ!% <

0:66 GeV2=c4, which spans the lowest !þ!% masses,
including the "ð770Þ0 resonance. Unbinned extended maxi-
mum likelihood fits are performed to the mass spectra of the
candidates in the two regions, using the same models as the
global fits. The spectra are shown in Fig. 3. The resulting
signal yields and raw asymmetries for the two regions
are NregðK!!Þ ¼ 552" 47 and Areg

rawðK!!Þ ¼ 0:687"
0:078 for the B" ! K"!þ!% mode, and NregðKKKÞ ¼
2581" 55 and Areg

rawðKKKÞ ¼ %0:239" 0:020 for the
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FIG. 2 (color online). Asymmetries of the number of signal events in bins of the Dalitz plot AN
raw for (a) B" ! K"!þ!% and

(b) B" ! K"KþK% decays. The inset figures show the projections of the number of background-subtracted events in bins of (left) the
m2

!þ!% variable for m2
K"!& < 15 GeV2=c4 and (right) the m2

KþK% low
variable for m2

KþK% high
< 15 GeV2=c4. The distributions are not

corrected for acceptance.
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FIG. 3 (color online). Invariant mass spectra of (a) B" ! K"!þ!% decays in the region 0:08<m2
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K"!& < 15 GeV2=c4, and (b) B" ! K"KþK% decays in the region 1:2<m2

KþK% low < 2:0 GeV2=c4 andm2
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The left panel in each figure shows the B% modes, and the right panels show the Bþ modes. The results of the unbinned maximum
likelihood fits are overlaid.
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the number NðB"Þ of negative and positive entries in each
bin of the background-subtracted Dalitz plots.

The distributions of the AN
raw variable in the Dalitz plots

of B" ! K"!þ!% and B" ! K"KþK% are shown in
Fig. 2, where the B" ! K"KþK% Dalitz plot is symme-
trized and its two-body invariant mass squared variables
are defined asm2

KþK% low<m2
KþK%high. For B

"!K"!þ!%,

we identify a positive asymmetry located in the low !þ!%

invariant mass region, around the "ð770Þ0 resonance, as
seen by Belle [18] and BABAR [19], and above the f0ð980Þ
resonance. This can also be seen in the inset figure of the
!þ!% invariant mass projection, where there is an excess
of B% candidates. No significant asymmetry is present in
the low-mass region of the K"!& invariant mass projec-
tion. The AN

raw distribution of the B" ! K"KþK% mode
reveals an asymmetry concentrated at low values of
m2

KþK% low and m2
KþK% high in the Dalitz plot. The distribu-

tion of the projection of the number of events onto the
m2

KþK% low invariant mass (inset in the right plot of Fig. 2)

shows that this asymmetry is not related to the
#ð1020Þ resonance but is instead located in the region
1:2<m2

KþK% low < 2:0 GeV2=c4.
The CP asymmetry in each of the channels is further

studied in the region where the raw asymmetry is observed
to be large. The B" ! K"KþK% region m2

KþK% high <

15 GeV2=c4 and 1:2<m2
KþK% low<2:0GeV2=c4 is defined

such that the #ð1020Þ resonance is excluded. For the
B" ! K"!þ!% mode, we measure the CP asymmetry
of the region m2

K"!& < 15 GeV2=c4 and 0:08<m2
!þ!% <

0:66 GeV2=c4, which spans the lowest !þ!% masses,
including the "ð770Þ0 resonance. Unbinned extended maxi-
mum likelihood fits are performed to the mass spectra of the
candidates in the two regions, using the same models as the
global fits. The spectra are shown in Fig. 3. The resulting
signal yields and raw asymmetries for the two regions
are NregðK!!Þ ¼ 552" 47 and Areg

rawðK!!Þ ¼ 0:687"
0:078 for the B" ! K"!þ!% mode, and NregðKKKÞ ¼
2581" 55 and Areg

rawðKKKÞ ¼ %0:239" 0:020 for the
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FIG. 2 (color online). Asymmetries of the number of signal events in bins of the Dalitz plot AN
raw for (a) B" ! K"!þ!% and

(b) B" ! K"KþK% decays. The inset figures show the projections of the number of background-subtracted events in bins of (left) the
m2

!þ!% variable for m2
K"!& < 15 GeV2=c4 and (right) the m2

KþK% low
variable for m2

KþK% high
< 15 GeV2=c4. The distributions are not

corrected for acceptance.
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FIG. 3 (color online). Invariant mass spectra of (a) B" ! K"!þ!% decays in the region 0:08<m2
!þ!% < 0:66 GeV2=c4 and

m2
K"!& < 15 GeV2=c4, and (b) B" ! K"KþK% decays in the region 1:2<m2

KþK% low < 2:0 GeV2=c4 andm2
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The left panel in each figure shows the B% modes, and the right panels show the Bþ modes. The results of the unbinned maximum
likelihood fits are overlaid.
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the number NðB"Þ of negative and positive entries in each
bin of the background-subtracted Dalitz plots.

The distributions of the AN
raw variable in the Dalitz plots

of B" ! K"!þ!% and B" ! K"KþK% are shown in
Fig. 2, where the B" ! K"KþK% Dalitz plot is symme-
trized and its two-body invariant mass squared variables
are defined asm2

KþK% low<m2
KþK%high. For B

"!K"!þ!%,

we identify a positive asymmetry located in the low !þ!%

invariant mass region, around the "ð770Þ0 resonance, as
seen by Belle [18] and BABAR [19], and above the f0ð980Þ
resonance. This can also be seen in the inset figure of the
!þ!% invariant mass projection, where there is an excess
of B% candidates. No significant asymmetry is present in
the low-mass region of the K"!& invariant mass projec-
tion. The AN

raw distribution of the B" ! K"KþK% mode
reveals an asymmetry concentrated at low values of
m2

KþK% low and m2
KþK% high in the Dalitz plot. The distribu-

tion of the projection of the number of events onto the
m2

KþK% low invariant mass (inset in the right plot of Fig. 2)

shows that this asymmetry is not related to the
#ð1020Þ resonance but is instead located in the region
1:2<m2

KþK% low < 2:0 GeV2=c4.
The CP asymmetry in each of the channels is further

studied in the region where the raw asymmetry is observed
to be large. The B" ! K"KþK% region m2

KþK% high <

15 GeV2=c4 and 1:2<m2
KþK% low<2:0GeV2=c4 is defined

such that the #ð1020Þ resonance is excluded. For the
B" ! K"!þ!% mode, we measure the CP asymmetry
of the region m2

K"!& < 15 GeV2=c4 and 0:08<m2
!þ!% <

0:66 GeV2=c4, which spans the lowest !þ!% masses,
including the "ð770Þ0 resonance. Unbinned extended maxi-
mum likelihood fits are performed to the mass spectra of the
candidates in the two regions, using the same models as the
global fits. The spectra are shown in Fig. 3. The resulting
signal yields and raw asymmetries for the two regions
are NregðK!!Þ ¼ 552" 47 and Areg

rawðK!!Þ ¼ 0:687"
0:078 for the B" ! K"!þ!% mode, and NregðKKKÞ ¼
2581" 55 and Areg

rawðKKKÞ ¼ %0:239" 0:020 for the
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likelihood fits are overlaid.
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the number NðB"Þ of negative and positive entries in each
bin of the background-subtracted Dalitz plots.

The distributions of the AN
raw variable in the Dalitz plots

of B" ! K"!þ!% and B" ! K"KþK% are shown in
Fig. 2, where the B" ! K"KþK% Dalitz plot is symme-
trized and its two-body invariant mass squared variables
are defined asm2

KþK% low<m2
KþK%high. For B

"!K"!þ!%,

we identify a positive asymmetry located in the low !þ!%

invariant mass region, around the "ð770Þ0 resonance, as
seen by Belle [18] and BABAR [19], and above the f0ð980Þ
resonance. This can also be seen in the inset figure of the
!þ!% invariant mass projection, where there is an excess
of B% candidates. No significant asymmetry is present in
the low-mass region of the K"!& invariant mass projec-
tion. The AN

raw distribution of the B" ! K"KþK% mode
reveals an asymmetry concentrated at low values of
m2

KþK% low and m2
KþK% high in the Dalitz plot. The distribu-

tion of the projection of the number of events onto the
m2

KþK% low invariant mass (inset in the right plot of Fig. 2)

shows that this asymmetry is not related to the
#ð1020Þ resonance but is instead located in the region
1:2<m2

KþK% low < 2:0 GeV2=c4.
The CP asymmetry in each of the channels is further

studied in the region where the raw asymmetry is observed
to be large. The B" ! K"KþK% region m2

KþK% high <

15 GeV2=c4 and 1:2<m2
KþK% low<2:0GeV2=c4 is defined

such that the #ð1020Þ resonance is excluded. For the
B" ! K"!þ!% mode, we measure the CP asymmetry
of the region m2

K"!& < 15 GeV2=c4 and 0:08<m2
!þ!% <

0:66 GeV2=c4, which spans the lowest !þ!% masses,
including the "ð770Þ0 resonance. Unbinned extended maxi-
mum likelihood fits are performed to the mass spectra of the
candidates in the two regions, using the same models as the
global fits. The spectra are shown in Fig. 3. The resulting
signal yields and raw asymmetries for the two regions
are NregðK!!Þ ¼ 552" 47 and Areg

rawðK!!Þ ¼ 0:687"
0:078 for the B" ! K"!þ!% mode, and NregðKKKÞ ¼
2581" 55 and Areg

rawðKKKÞ ¼ %0:239" 0:020 for the
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likelihood fits are overlaid.
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the number NðB"Þ of negative and positive entries in each
bin of the background-subtracted Dalitz plots.

The distributions of the AN
raw variable in the Dalitz plots

of B" ! K"!þ!% and B" ! K"KþK% are shown in
Fig. 2, where the B" ! K"KþK% Dalitz plot is symme-
trized and its two-body invariant mass squared variables
are defined asm2

KþK% low<m2
KþK%high. For B

"!K"!þ!%,

we identify a positive asymmetry located in the low !þ!%

invariant mass region, around the "ð770Þ0 resonance, as
seen by Belle [18] and BABAR [19], and above the f0ð980Þ
resonance. This can also be seen in the inset figure of the
!þ!% invariant mass projection, where there is an excess
of B% candidates. No significant asymmetry is present in
the low-mass region of the K"!& invariant mass projec-
tion. The AN

raw distribution of the B" ! K"KþK% mode
reveals an asymmetry concentrated at low values of
m2

KþK% low and m2
KþK% high in the Dalitz plot. The distribu-

tion of the projection of the number of events onto the
m2

KþK% low invariant mass (inset in the right plot of Fig. 2)

shows that this asymmetry is not related to the
#ð1020Þ resonance but is instead located in the region
1:2<m2

KþK% low < 2:0 GeV2=c4.
The CP asymmetry in each of the channels is further

studied in the region where the raw asymmetry is observed
to be large. The B" ! K"KþK% region m2

KþK% high <

15 GeV2=c4 and 1:2<m2
KþK% low<2:0GeV2=c4 is defined

such that the #ð1020Þ resonance is excluded. For the
B" ! K"!þ!% mode, we measure the CP asymmetry
of the region m2

K"!& < 15 GeV2=c4 and 0:08<m2
!þ!% <

0:66 GeV2=c4, which spans the lowest !þ!% masses,
including the "ð770Þ0 resonance. Unbinned extended maxi-
mum likelihood fits are performed to the mass spectra of the
candidates in the two regions, using the same models as the
global fits. The spectra are shown in Fig. 3. The resulting
signal yields and raw asymmetries for the two regions
are NregðK!!Þ ¼ 552" 47 and Areg

rawðK!!Þ ¼ 0:687"
0:078 for the B" ! K"!þ!% mode, and NregðKKKÞ ¼
2581" 55 and Areg

rawðKKKÞ ¼ %0:239" 0:020 for the
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!þ!% variable for m2
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KþK% high
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corrected for acceptance.
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m2
K"!& < 15 GeV2=c4, and (b) B" ! K"KþK% decays in the region 1:2<m2

KþK% low < 2:0 GeV2=c4 andm2
KþK% high < 15 GeV2=c4.

The left panel in each figure shows the B% modes, and the right panels show the Bþ modes. The results of the unbinned maximum
likelihood fits are overlaid.
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γ from B→DK at LHCb 4

Measurement from B- DK→ -

● Tree level measurement

● No penguin contributions so theoretically clean

● B → Dπ also used but with smaller effect
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Fig. 4. Invariant mass distributions of selected B± → [π± K ∓]D h± candidates. See the caption of Fig. 1 for a full description. The dashed line here represents the partially
reconstructed, but Cabibbo favoured, B0

s → D̄0 K −π+ and B̄0
s → D0 K +π− decays where the pions are lost. The pollution from favoured mode cross feed is drawn, but is too

small to be seen.

Table 1
Corrected event yields.

B± mode D mode B− B+

D K ± K ±π∓ 3170 ± 83 3142 ± 83
K ± K ∓ 592 ± 40 439 ± 30
π±π∓ 180 ± 22 137 ± 16
π± K ∓ 23 ± 7 73 ± 11

Dπ± K ±π∓ 40 767 ± 310 40 774 ± 310
K ± K ∓ 6539 ± 129 6804 ± 135
π±π∓ 1969 ± 69 1973 ± 69
π± K ∓ 191 ± 16 143 ± 14

> ±0.2% so this value is taken as the systematic uncertainly for
pions.

A small negative asymmetry (defined in the same sense as
Eq. (2)) is expected in the detection of K − and K + mesons due to
their different interaction lengths. A fixed value of (−0.5 ± 0.7)% is
assigned for each occurrence of strangeness in the final state. The
equivalent asymmetry for pions is expected to be much smaller
and (0.0 ± 0.7)% is assigned. This uncertainty also accounts for the
residual physical asymmetry between the left and right sides of
the detector after summing both magnet-polarity datasets. Simula-
tion of B meson production in pp collisions suggests a small excess
of B+ over B− mesons. A production asymmetry of (−0.8 ± 0.7)%
is assumed in the fit such that the combination of these estimates
aligns with the observed raw asymmetry of B± → J/ψ K ± decays
at LHCb [26]. Ongoing studies of these instrumentation asymme-
tries will reduce the associated systematic uncertainty in future
analyses.

The final B± → Dh± signal yields, after summing the events
that pass and fail the bachelor PID cut, are shown in Table 1.
The invariant mass spectra of all 16 B± → [h+h−]Dh± modes are
shown in Figs. 1–4. Regarding the B± → Dπ± mass resolution: re-
spectively, 14.1 ± 0.1, 14.2 ± 0.1 and 14.2 ± 0.2 MeV/c2 are found
for the D → K K , Kπ and ππ modes with common tail param-
eters αL = 0.115 ± 0.003 and αR = 0.083 ± 0.002. As explained
above, the B± → D K ± widths are fixed relative to these values.

The ratio of partial widths relates to the ratio of event yields
by the relative efficiency with which B± → D K ± and B± → Dπ±

Table 2
Systematic uncertainties on the observables. PID refers to the fixed efficiency of
the DLLKπ cut on the bachelor track. PDFs refers to the variations of the fixed
shapes in the fit. “Sim” refers to the use of simulation to estimate relative effi-
ciencies of the signal modes which includes the branching fraction estimates of the
Λ0

b background. Ainstr. quantifies the uncertainty on the production, interaction and
detection asymmetries.

×10−3 PID PDFs Sim Ainstr. Total

R Kπ
K/π 1.4 0.9 0.8 0 1.8

R K K
K/π 1.3 0.8 0.9 0 1.8

Rππ
K/π 1.3 0.6 0.8 0 1.7

AKπ
π 0 1.0 0 9.4 9.5

AKπ
K 0.2 4.1 0 16.9 17.4

AK K
K 1.6 1.3 0.5 9.5 9.7

Aππ
K 1.9 2.3 0 9.0 9.5

AK K
π 0.1 6.6 0 9.5 11.6

Aππ
π 0.1 0.4 0 9.9 9.9

R−
K 0.2 0.4 0 0.1 0.4

R+
K 0.4 0.5 0 0.1 0.7

R−
π 0.01 0.03 0 0.07 0.08

R+
π 0.01 0.03 0 0.07 0.07

decays are reconstructed. This ratio, estimated from simulation, is
1.012, 1.009 and 1.005 for D → K K , Kπ ,ππ respectively. A 1.1%
systematic uncertainty accounts for the imperfect modelling of the
relative pion and kaon absorption in the tracking material, though
no evidence of large imperfections are seen.

The fit is constructed such that the observables of interest are
parameters of the fit and all systematic uncertainties discussed
above enter the fit as constant numbers in the model. To evaluate
the effect of these systematic uncertainties, the fit is rerun many
times varying each of the systematic constants by its uncertainty.
The resulting spread (RMS) in the value of each observable is taken
as the systematic uncertainty on that quantity and is summarised
in Table 2. Correlations between the uncertainties are considered
negligible so the total systematic uncertainty is just the sum in
quadrature. For the ratios of partial widths in the favoured and
CP modes, the uncertainties on the PID efficiency and the rela-
tive width of the D K ± and Dπ± peaks dominate. These sources

AADS(D
0(⇡�K+)K�) = �0.52 ± 0.15 ± 0.02

AADS(D
0(⇡�K+)⇡�) = �0.143 ± 0.062 ± 0.11
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Fig. 1. Invariant mass distributions of selected B± → [K ±π∓π+π−]D h± candidates, separated by charge. The left plots are B− candidates, B+ are on the right. In the top
plots, the bachelor track passes the PID cut and the B± candidates are reconstructed assigning this track the kaon mass. The remaining candidates are placed in the sample
displayed on the bottom row and are reconstructed with a pion mass hypothesis. The dark (red) and light (green) curves represent the fitted B± → D K ± and B± → Dπ±

components, respectively. The shaded contribution indicates partially reconstructed decays and the total PDF includes the combinatorial component. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version of this Letter.)

Fig. 2. Invariant mass distributions of selected B± → [π± K ∓π+π−]D h± decays, separated by charge. See the caption of Fig. 1 for a full description. The dashed line
here represents the partially reconstructed, but Cabibbo-favoured, B0

s → D K −π+ , and charge-conjugated, decays where the pion is not reconstructed. The favoured mode
cross-feed is included in the fit, but is too small to be seen.

summarised in Table 2. Correlations between the uncertainties are considered negligible, so the total systematic uncertainty is the sum in
quadrature of the individual components.

5. Results and interpretation

The results of the fit with their statistical and systematic uncertainties are

R K 3π
K/π = 0.0771 ± 0.0017 ± 0.0026,

AK 3π
K = −0.029 ± 0.020 ± 0.018,

AK 3π
π = −0.006 ± 0.005 ± 0.010,

R K 3π ,−
K = 0.0072+0.0036

−0.0032 ± 0.0008,

R K 3π ,+
K = 0.0175+0.0043

−0.0039 ± 0.0010,

R K 3π ,−
π = 0.00417+0.00054

−0.00050 ± 0.00011,

R K 3π ,+
π = 0.00321+0.00048

−0.00045 ± 0.00011.
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amplitude model to describe the variation of the strong phase over the Dalitz plot. A
model is used, however, to provide the input values for K

i

. For the D0 ! K

0
S⇡

+
⇡

� decay
the model is taken from Ref. [5] and for the D

0 ! K

0
SK

+
K

� decay the model is taken
from Ref. [6]. This choice incurs no significant systematic uncertainty as the models have
been shown to describe well the intensity distribution of flavour-tagged D

0 decay data.
The e↵ect ofD0�D

0 mixing is ignored in the above discussion, and was neglected in the
CLEO-c measurements of c

i

and s

i

as well as in the construction of the amplitude model
used to calculate K

i

. This leads to a bias of the order of 0.2� in the � determination [16]
which is negligible for the current analysis.

The CLEO-c study segments the K

0
S⇡

+
⇡

� Dalitz plot into 2 ⇥ 8 bins. Several bin
definitions are available. Here the ‘optimal binning’ variant is adopted. In this scheme
the bins have been chosen to optimise the statistical sensitivity to � in the presence of
a low level of background, which is appropriate for this analysis. The optimisation has
been performed assuming a strong-phase di↵erence distribution as predicted by the BaBar
model presented in Ref. [5]. The use of a specific model in defining the bin boundaries
does not bias the c

i

and s

i

measurements. If the model is a poor description of the
underlying decay the only consequence will be to reduce the statistical sensitivity of the
� measurement.

For the K

0
SK

+
K

� final state c

i

and s

i

measurements are available for the Dalitz plot
partitioned into 2⇥ 2, 2⇥ 3 and 2⇥ 4 bins, with the guiding model being that from the
BaBar study described in Ref. [6]. The bin boundaries divide the Dalitz plot into bins of
equal size with respect to the strong-phase di↵erence between the D0 and D

0 amplitudes.
The current analysis adopts the 2 ⇥ 2 option, a decision driven by the size of the signal
sample. The binning choices for the two decay modes are shown in Fig. 1.

Figure 1: Binning choices for (a) D ! K

0
S⇡

+
⇡

� and (b) D ! K

0
SK

+
K

�. The diagonal line
separates the positive and negative bins.

3

Table 1: Yields of each signal and background category in the signal region. The category
‘DK

± mis-ID’ indicates B

± ! D⇡

± candidates that are misidentified as B

± ! DK

± signal.

Parameter D ! K

0

S⇡
+

⇡

�
D ! K

0

SK
+

K

�

LL DD LL DD
DK

± signal 422 ± 14 964 ± 32 61 ± 3 140 ± 5
DK

± mis-ID 31 ± 5 67 ± 8 4 ± 2 10 ± 3
DK

± combinatorial 13 ± 4 22 ± 5 1 ± 1 3 ± 1
DK

± low mass 22 ± 2 60 ± 3 4 ± 1 8 ± 1
D⇡

± signal 6709 ± 85 15276 ± 136 961 ± 31 2211 ± 46
D⇡

± combinatorial 50 ± 5 201 ± 11 19 ± 3 31 ± 4
D⇡

± low mass 63 ± 1 145 ± 2 9 ± 1 21 ± 1

Table 2: Purity for each decay type in the signal region.

B

± decay mode D ! K

0

S⇡
+

⇡

�
D ! K

0

SK
+

K

�

LL DD LL DD
B

± ! DK

± (86.4± 1.3)% (86.6± 0.9)% (86.0± 2.8)% (87.1± 1.9)%
B

± ! D⇡

± (98.4± 0.1)% (97.8± 0.0)% (97.2± 0.1)% (97.7± 0.1)%

We split the data in categories depending on the decay type (D⇡

± or DK

±), K

0

S type
(LL or DD), B charge (plus or minus) and which Dalitz plot bin the event falls into. The
log likelihood is the sum of the log likelihoods for each category of candidates in every
bin of the D

0 Dalitz plot

logL =
X

charge

X

LL,DD K0
S

(logLD⇡± + logLDK±). (4)
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Figure 4: Dalitz plots for B

± ! (K0

S⇡

+

⇡

�)DK

± decays; (left) B

+, (right) B

�.
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The systematic uncertainty related to the global fit shape is evaluated by varying the
shape parameters, taking into account their uncertainties and correlations, before perform-
ing the fit to determine x± and y±. This is repeated many times and the corresponding
width on the distributions is taken to be the uncertainty.

Uncertainties related to the selection e�ciency across the Dalitz plot and migration
between di↵erent bins are evaluated using simulated data and are found to be small in
magnitude. There are additional uncertainties related to partially reconstructed back-
ground, misidentified B

± ! D⇡

± candidates, the e�ciency of identification of the bach-
elor particle and correction for any inherent bias in the fitter are all found to have very
minor influence on the final result.

The ‘Total experimental systematic’ entry in the table has been determined by adding
the individual sources of systematic uncertainty, except the strong-phase systematic, in
quadrature.

6 Results

Using a data sample corresponding to an integrated luminosity of 2.0 fb�1 collected by
the LHCb experiment in 2012 we have measured the following CP violating observables
in a model-independent analysis of B

± ! (K0

Sh
+

h

�)DK

± decays

x

+

= (�8.7± 3.1± 1.6± 0.6)⇥ 10�2

,

x� = (5.3± 3.2± 0.9± 0.9)⇥ 10�2

,

y

+

= (0.1± 3.6± 1.4± 1.9)⇥ 10�2

,

y� = (9.9± 3.6± 2.2± 1.6)⇥ 10�2

,

where the first uncertainty is statistical, the second arises from systematic e↵ects from the
method or detector considerations and the third from strong-phase measurements used in
the fit. These are the most precise measurements of x± and y± to date.

The confidence intervals on the (x
+

, y

+

) and (x�, y�) planes, using the statistical
uncertainties and correlations only, are shown in Fig. 6.

7 Combination with 2011 and implications for the

CKM angle �

The measurements of x± and y± from the current analysis are compatible with those
found in 2011, and so a combination of the two sets of results is performed. This com-
bination takes account of the known correlations of the systematic uncertainties between
the two analyses. Full correlation is assumed between the strong-phase uncertainties in
the two data sets. In other cases where this information is not available, full correlation

10

1 Introduction

A precise measurement of the Cabibbo-Kobayashi-Maskawa (CKM) angle � is an im-
portant goal in flavour physics. Complementary measurements of � using tree and loop
diagrams will provide a powerful test for the presence of any BSM physics. In addition,
measurements of �, together with the other two CKM angles ↵ and �, are important to
overconstrain the Standard Model Unitarity Triangle, providing stringent tests of unitar-
ity and the three-generation quark model.

Decays of the form B

± ! DK

±, where D indicates a coherent sum of D

0 and D

0

mesons, can be used to measure � by exploiting the interference between b ! uc̄s and
b ! cūs transitions. The D mesons must decay to the same final state for this to be
possible.

In this note we consider decays to the three-body self-conjugate final state K

0

Sh
+

h

�

(h = K,⇡). Such a state can be analysed by studying the distribution of candidates across
the K

0

Sh
+

h

� Dalitz plot. It is essential to take into account the variation of the D strong
phase across the Dalitz plot. This variation is encapsulated in the strong-phase di↵erence
between D

0 and D

0 decays, ��D. We present a model-independent measurement of the
CP violation parameters that exploits measurements made by the CLEO-c experiment
with quantum-correlated D

0

D

0 data. CLEO-c measured ci and si, the amplitude-weighted
cosine and sine of ��D in bins across the K

0

Sh
+

h

� Dalitz plane [1].
The K

0

Sh
+

h

� Dalitz plots are divided into bins that have been chosen to maximise the
statistical sensitivity. The bins are divided into symmetric halves along the line m

2

� = m

2

+

,
where m± ⌘ mK0

Sh± . Opposite bins are labelled ±i where the positive sign is taken for the
bin in which m

2

� > m

2

+

. Fig. 1 shows the binning of the K

0

S⇡
+

⇡

� and K

0

SK
+

K

� Dalitz
plots used in the analysis.

The amplitude ratio and relative CP -conserving strong phase di↵erence between
favoured and suppressed B

± ! DK

± decays are denoted rB and �B, respectively. These
quantities are combined with � to produce the observables x± and y±

x± ⌘ rB cos(�B ± �), y± ⌘ rB sin(�B ± �). (1)

These quantities are henceforth referred to as the ‘CP observables’.
The yields of B

± events in the Dalitz plot bin labelled i are

�±i(B
�) = n

�(K±i + r

2

BK⌥i + 2
p

KiK�i(x�ci ± y�si)), (2)

�±i(B
+) = n

+(K⌥i + r

2

BK±i + 2
p

KiK�i(x+

ci ⌥ y

+

si)), (3)

where K±i is the e�ciency-corrected yield of flavour-tagged candidates in bin ±i and the
n

± are normalisation constants. The formalism is identical for flavour-tagged K

0

S⇡
+

⇡

�

and K

0

SK
+

K

� decays but the values of ci, si and Ki di↵er between the two modes.
A preliminary analysis of a data sample corresponding to an integrated luminosity of

2.0 fb�1 in pp collisions at a centre-of-mass energy of 8 TeV collected in 2012 by LHCb is
presented in this note. The four CP observables are measured using a simultaneous fit
to the B

± ! (K0

S⇡
+

⇡

�)DK

± and B

± ! (K0

SK
+

K

�)DK

± Dalitz plots. This method has

1
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Table 1: Confidence intervals and best-fit values of the B±! DK

± combination, including
the new 3 fb�1 GGSZ result, for �, �KB , and r

K
B .

quantity DK

± combination
� 67.2�

68% CL [55.1, 79.1]�

95% CL [43.9, 89.5]�

�

K
B 114.3�

68% CL [101.3, 126.3]�

95% CL [ 88.7, 136.3]�

r

K
B 0.0923
68% CL [0.0843, 0.1001]
95% CL [0.0762, 0.1075]
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Figure 1: Graphs showing 1 � CL for (a) �

K
B , (b) r

K
B , and (c) �, for the B

± ! DK

±

combination, including the new 3 fb�1 GGSZ result. The reported numbers correspond
to the best fit values and the uncertainties are computed using the respective 68.3% CL
confidence intervals reported in Table 1.
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γ from B→DK at LHCb 14

B+ DK→
+ γ combination update

Combination uses:
● 1 fb

-1
 2011 ADS/GLW

● 3 fb
-1
 2011+2012 GGSZ

γ = (67 ± 12)° preliminary

Best measurement of γ 
from a single experiment

Future update of ADS/GLW to 3 fb
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 will improve precision further
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Figure 3: Graphs showing 1 � CL for (a) �

K
B , (b) r

K
B , and (c) �, separately for the

B

±! DK

± part of the GLW/ADS analysis using 1 fb�1 of data (green, light area), and
for the B

±! DK

± GGSZ (purple, dark area) analysis using 3 fb�1 of data.
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Figure 2: Decay time distribution for the sum of the five decay modes for candidates
tagged as mixed (red) or unmixed (blue). The data and the fit projection are plotted in a
signal window around the reconstructed B0

s mass.

The information provided by the opposite- and same-side taggers for the signal is219

combined to a single tagging decision q and a single mistag probability !(⌘OST , ⌘SST )220

using their respective calibration parameters p0OST/SST
and p1OST/SST

. The individual221

background components show di↵erent behaviours for candidates tagged by opposite- or222

same-side tagging algorithms. The b decay backgrounds show the same opposite-side223

tagging behaviour (q and !) as the signal, while the combinatorial background shows224

random tagging behaviour. For same-side tagged events we assume random tagging225

behaviour for all background components. We introduce tagging asymmetry parameters226

to allow for di↵erent numbers of candidates being tagged as mixed or unmixed and other227

parameters to describe the tagging e�ciencies for these backgrounds. As expected, the228

results of these asymmetry parameters is consistent with zero within the uncertainties.229

In the fit for the oscillation frequency �ms all tagging parameters as well as �ms are230

constrained to be the same for the five decay modes. After unblinding the result is �ms231

= 17.768 ± 0.023 ps�1 (statistical uncertainty only). The decay time distribution for232

candidates tagged as mixed or unmixed is shown in Fig. 2. Overlayed is the decay time233

projection of the fitted PDF distributions.234

8 Systematic uncertainties235

The dominant source of systematic uncertainty is related to the knowledge of the absolute236

decay time scale. This has two main contributions. First there is the imperfect knowledge237

8

N±(t) / e↵(t) ⇥ e��t ⇥
8
:
1 ± D cos (�mt)

9
;
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and p1OST/SST

. The individual221

background components show di↵erent behaviours for candidates tagged by opposite- or222

same-side tagging algorithms. The b decay backgrounds show the same opposite-side223

tagging behaviour (q and !) as the signal, while the combinatorial background shows224

random tagging behaviour. For same-side tagged events we assume random tagging225

behaviour for all background components. We introduce tagging asymmetry parameters226

to allow for di↵erent numbers of candidates being tagged as mixed or unmixed and other227

parameters to describe the tagging e�ciencies for these backgrounds. As expected, the228

results of these asymmetry parameters is consistent with zero within the uncertainties.229

In the fit for the oscillation frequency �ms all tagging parameters as well as �ms are230

constrained to be the same for the five decay modes. After unblinding the result is �ms231

= 17.768 ± 0.023 ps�1 (statistical uncertainty only). The decay time distribution for232

candidates tagged as mixed or unmixed is shown in Fig. 2. Overlayed is the decay time233

projection of the fitted PDF distributions.234

8 Systematic uncertainties235

The dominant source of systematic uncertainty is related to the knowledge of the absolute236

decay time scale. This has two main contributions. First there is the imperfect knowledge237
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N±(t) / e↵(t) ⇥ e��t ⇥
8
:
1 ± D cos (�mt)

9
;

�ms = 17.768± 0.023 (stat)± 0.006 (syst)

(Lenz and Nierste, 2011)�msm
s = 17.3± 2.6

arXiv:1304.4741, New J. Phys. 15 (2013) 053021

http://arxiv.org/abs/arXiv:1304.4741
http://arxiv.org/abs/arXiv:1304.4741
http://cds.cern.ch/ejournals.py?publication=New+J.+Phys.&volume=15&year=2013&page=053021
http://cds.cern.ch/ejournals.py?publication=New+J.+Phys.&volume=15&year=2013&page=053021


24

⌘CP
f = ±1

ACP(t) ⌘
N(B ! f) � N(B ! f)

N(B ! f) + N(B ! f)
= D ⌘CP

f sin�f sin(�mt)



24

ACP(t) ⌘
N(B ! f) � N(B ! f)

N(B ! f) + N(B ! f)
= D ⌘CP

f sin�f sin(�mt)

⇒ �f = �sm
f + ��np

M



25

the production rates R for B0 and B0 mesons in pp collisions at LHCb. The latter value
has been measured in Refs. [20,21] to be AP = ≠0.015 ± 0.013.

In the fit all parameters related to decay time resolution and acceptance are fixed. The
tagging parameters and the production asymmetry parameter are constrained within their
statistical uncertainties by Gaussian constraints in the likelihood. The fit yields

S
J/Â K

0
S

= 0.73 ± 0.07 , C
J/Â K

0
S

= 0.03 ± 0.09,

with a correlation coe�cient fl(S
J/Â K

0
S
, C

J/Â K

0
S
) = 0.42. Both of the uncertainties and the

correlation are statistical only. The lifetime is fitted as · = 1.496 ± 0.018 ps and the
oscillation frequency as �m

d

= 0.53 ± 0.05 ps≠1, both in good agreement with the world
averages [7,22]. The mass and decay time distributions are shown in Fig. 1. The measured
signal asymmetry and the projection of the signal PDF are shown in Fig. 2.
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Figure 1: Invariant mass (left) and decay time (right) distributions of the B0 æ J/Â K0
S

candidates. The solid line shows the projection of the full PDF and the shaded area the
projection of the background component.

6 Systematic uncertainties
Most systematic uncertainties are estimated by generating a large number of pseudo-
experiments from a modified PDF and fitting each sample with the nominal PDF. The
PDF used in the generation is chosen according to the source of systematic uncertainty
that is being investigated. The variation of the fitted values of the CP parameters is used
to estimate systematic e�ects on the measurement.

The largest systematic uncertainty arises from the limited knowledge of the accuracy of
the tagging calibration. It is estimated by varying the calibration parameters within their
systematic uncertainties in the pseudo-experiments. Another minor systematic uncertainty
related to tagging emerges from the di�erence of tagging e�ciencies of B0 and B0 which
is measured as �‘tag = 0.000 ± 0.001 in B+ æ J/Â K+.
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Figure 2: Time-dependent asymmetry (N
B

0 ≠ N
B

0)/(N
B

0 + N
B

0). Here, N
B

0 (N
B

0) is
the number of B0 æ J/Â K0

S decays with a B0 (B0) flavour tag. The data points are
obtained with the sPlot technique, assigning signal weights to the events based on a fit to
the reconstructed mass distributions. The solid curve is the signal projection of the PDF.
The green shaded band corresponds to the one standard deviation statistical error.

The e�ect of an incorrect description of the decay time resolution model is derived from
pseudo-experiments in which the scale factors of the resolution model are multiplied by a
factor of either 0.5 or 2 in the generation. As the mean decay time resolution of LHCb is
much smaller than the oscillation period of the B0 system this variation leads only to a
small systematic uncertainty. The omission of acceptance e�ects for low decay times is
estimated from pseudo-experiments where the time-dependent e�ciencies measured from
data are used in the generation but omitted in the fits. Additionally, a possible inaccuracy
in the description of the e�ciency decrease at large decay times is checked by varying the
parameters within their errors, but is found to be negligible.

The uncertainty induced by the limited knowledge of the background distributions is
evaluated from a fit method based on the sPlot technique. A fit with the PDFs for the
reconstructed mass is performed to extract signal weights for the distributions in the other
observable dimensions. These weights are then used to perform a fit with the PDF of
the signal component only. The di�erence in fit results is treated as an estimate of the
systematic uncertainty.

To estimate the possible bias in the CP parameters emerging from the fit method itself,
the method is probed with a large set of pseudo-experiments. The bias is found to be
0.004 for S

J/Â K

0
S

and 0.005 for C
J/Â K

0
S
. These values are added as systematic uncertainties.

7

Table 1: Summary of systematic uncertainties on the CP parameters.
Origin ‡(S

J/Â K

0
S
) ‡(C

J/Â K

0
S
)

Tagging calibration 0.034 0.001
Tagging e�ciency di�erence 0.002 0.002
Decay time resolution 0.001 0.002
Decay time acceptance 0.002 0.006
Background model 0.012 0.009
Fit bias 0.004 0.005
Total 0.036 0.012

The uncertainty on the scale of the longitudinal axis and on the scale of the momen-
tum [23] sum to a total uncertainty of < 0.1% on the decay time. This has a negligible
e�ect on the CP parameters. Likewise, potential biases from a non-random choice of the
B0 candidate in events with multiple candidates are found to be negligible.

The sources of systematic e�ects and the resulting systematic uncertainties on the CP
parameters are quoted in Table 1 where the total systematic uncertainty is calculated by
summing the individual uncertainties in quadrature.

The analysis strategy makes use of the time-integrated and time-dependent decay rates
of B0 æ J/Â K0

S decays that are tagged as B0/B0 meson. Cross-check analyses exploiting
only the time-integrated or only the time-dependent information show that both give
results that are in good agreement and contribute to the full analysis with comparable
statistical power.

7 Conclusion
In a dataset of 1.0 fb≠1 collected with the LHCb detector, approximately 8200 flavour
tagged decays of B0 æ J/Â K0

S are selected to measure the CP observables S
J/Â K

0
S

and
C

J/Â K

0
S
, which are related to the CKM angle —. A fit to the time-dependent decay rates of

B0 and B0 decays yields

S
J/Â K

0
S

= 0.73 ± 0.07 (stat) ± 0.04 (syst),
C

J/Â K

0
S

= 0.03 ± 0.09 (stat) ± 0.01 (syst),

with a statistical correlation coe�cient of fl(S
J/Â K

0
S
, C

J/Â K

0
S
) = 0.42. This is the first

significant measurement of CP violation in B0 æ J/Â K0
S decays at a hadron collider [24].

The measured values are in agreement with previous measurements performed at the B
factories [5, 6] and with the world averages [7].

8

sin 2�wa = 0.679± 0.020

ACP(t) = D sin 2� sin(�mt)

Dtag = 0.270 ± 0.015

✏tag = (2.4 ± 0.3)%

arXiv:1211.6093, PLB 721 (2013) 24-31
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two most interesting modes:
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Figure 2: Mass distribution of the selected J/ ⇡+⇡� combinations in the fodd region. The
blue solid curve shows the result of a fit with a double Gaussian signal (red solid curve) and
several background components: combinatorial background (brown dotted line), back-
ground from B� ! J/ K� and J/ ⇡� (green short-dashed line), B0 ! J/ ⇡+⇡� (purple
dot-dashed), B0

s

! J/ ⌘0 and B0
s

! J/ � when � ! ⇡+⇡�⇡0 (black dot-long-dashed),
and B0 ! J/ K�⇡+ (light-blue long-dashed).

) (MeV)π πm(
500 1000 1500 2000

Ev
en

ts
 / 1

5 M
eV

0
100
200
300
400
500
600
700
800 LHCb

+     -

↓ ↓

Figure 3: Mass distribution of selected ⇡+⇡� combinations shown as the (solid black)
histogram for events in the B0

s

signal region. The (dashed red) line shows the background
determined by fitting the J/ ⇡+⇡� mass in bins of ⇡+⇡� mass. The arrows designate the
limits of the fodd region.
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Figure 17: Dalitz fit projection of m(K+

K

�). The points represent the data, the dotted
(black) curve shows the combinatorial background, and the dashed (red) curve indicates the
reflection from misidentified B

0 ! J/ K

�

⇡

+ decays. The largest three resonances �(1020),
f

0

2

(1525) and f

0

(980) are shown by magenta, brown and green long-dashed curves, respectively;
all other resonances are shown by thin black curves. The dashed (cyan) curve is the non-resonant
contribution. The dot-dashed (black) curve is the contribution from the interferences, and the
solid (blue) curve represents the total fit result.

Note that the sum of the fit fractions is not necessarily unity due to the potential presence
of interference between two resonances. Interference term fractions are given by
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If the Dalitz plot has more destructive interference than constructive interference, the
sum of the fit fractions will be greater than unity. Conversely, the sum will be less than
one if the Dalitz plot exhibits constructive interference. Note that interference between
di↵erent spin-J states vanishes because the d

J

�0

angular functions in AR

�

are orthogonal.
The determination of the statistical uncertainties of the fit fractions is di�cult because

they depend on the statistical uncertainty of every fitted magnitude and phase. Therefore
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Figure 2: (a) Invariant mass spectrum of J/ K+
K

� for candidates with m(K+
K

�) <

1050 MeV. The data has been fitted with a double-Gaussian signal and linear background
functions shown as a dashed line. The solid curve shows the sum. (b) Background
subtracted invariant mass spectrum of K+

K

� for events with m(K+
K

�) < 1050 MeV.
The dashed line (barely visible along the x-axis) shows the S-wave contribution and the
solid curve is the sum of the S-wave and a P-wave Breit-Wigner functions, fitted to the
data.

be greater than 900MeV. To select B

0
s

candidates we further require that the two pion
candidates form a vertex with a �2

< 10, that they form a candidate B

0
s

vertex with the
J/ where the vertex fit �2/ndf < 5, that this vertex is greater than 1.5mm from the
primary vertex and the angle between the B0

s

momentum vector and the vector from the
primary vertex to the B

0
s

vertex must be less than 11.8mrad
We use the decay B

0
s

! J/ �, � ! K

+
K

� as a normalization and control channel
in this paper. The selection criteria are identical to the ones used for J/ ⇡

+
⇡

� except
for the particle identification requirement. Kaon candidates are selected requiring that
DLL(K�⇡) > 0. Figure 2(a) shows the J/ K+

K

� mass for all events with m(K+
K

�) <
1050 MeV. The K

+
K

� combination is not, however, pure � due to the presence of an
S-wave contribution [9]. We determine the � yield by fitting the data to a relativistic P-
wave Breit-Wigner function that is convolved with a Gaussian function to account for the
experimental mass resolution and a straight line for the S-wave. We use the

S

Plot method
to subtract the background [10]. This involves fitting the J/ K

+
K

� mass spectrum,
determining the signal and background weights and then plotting the resulting weighted
mass spectrum, shown in Fig. 2(b). There is a large peak at the � meson mass with a
small S-wave component. The mass fit gives 20,934±150 events of which (95.5 ± 0.3)%
are � and the remainder is the S-wave contribution.

The invariant mass of the selected J/ ⇡

+
⇡

� combinations, where the dimuon candi-
date pair is constrained to have the J/ mass, is shown in Fig. 3. There is a large peak at
the B0

s

mass and a smaller one at the B0 mass on top of a background. A double-Gaussian
function is used to fit the signal, the core Gaussian mean and width are allowed to vary,
and the fraction and width ratio for the second Gaussian are fixed to that obtained in the

3
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two most interesting modes:
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Figure 4: Invariant mass distributions of the µ

+
µ

� (left) and K

+
K

� (right) systems in
the selected sample of B0

s ! J/ K

+
K

� candidates (full m(J/ K+
K

�) range). The solid
blue line represents a fit to the data points. For the di-muon system, the total fit model
is the sum of a Crystal-Ball shape and a linear background. For the di-kaon system the
total fit model is the sum of a relativistic Breit-Wigner convolved with a Gaussian to
model the dominant �-meson peak, and a phase space function to describe the K

+
K

�

S-wave and combinatorial background.
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Figure 5: Invariant mass distribution of the triggered and selected B

0
s ! J/ K

+
K

�

candidates. The mass of the µ+
µ

� pair constrained to the nominal J/ mass [26]. Curves
for the fitted contributions from signal (dotted red), background (dotted green) and their
combination (solid blue) are overlaid.

with an estimated decay time error, �t, larger than 0.12 ps are removed from the event144

sample.145

Figure 4 shows the invariant mass of the µ

+
µ

� (left) and K

+
K

� (right) pairs which146

remain after the full selection and trigger is applied, using the full B0
s invariant mass147

range. Figure 5 shows the m(J/ K+
K

�) distribution for events originating from both the148

unbiased and biased triggers, along with corresponding projections of unbinned maximum149
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Figure 2: Mass distribution of the selected J/ ⇡+⇡� combinations in the fodd region. The
blue solid curve shows the result of a fit with a double Gaussian signal (red solid curve) and
several background components: combinatorial background (brown dotted line), back-
ground from B� ! J/ K� and J/ ⇡� (green short-dashed line), B0 ! J/ ⇡+⇡� (purple
dot-dashed), B0

s

! J/ ⌘0 and B0
s

! J/ � when � ! ⇡+⇡�⇡0 (black dot-long-dashed),
and B0 ! J/ K�⇡+ (light-blue long-dashed).
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Figure 3: Mass distribution of selected ⇡+⇡� combinations shown as the (solid black)
histogram for events in the B0
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signal region. The (dashed red) line shows the background
determined by fitting the J/ ⇡+⇡� mass in bins of ⇡+⇡� mass. The arrows designate the
limits of the fodd region.
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➔

:

ACP(t) ⌘
N(B ! f) � N(B ! f)

N(B ! f) + N(B ! f)
= D ⌘CP

f sin�f sin(�mt)

⌘CP
f = (�1)L
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Figure 11: B

0
s ! J/ K

+
K

� decay time and helicity angle distributions (data points)
with the one dimensional projections of the fitted PDF from the nominal fit. The solid
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CP -odd (dotted green) and S-wave (dotted-dashed purple) contributions.
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Therefore, the systematic uncertainties from these sources
are included in the statistical uncertainty on the physics
parameters. The remaining systematic effects are discussed
below and summarized in Tables IX, X, and XI.

The parameters of the mðJ=cKþK#Þ fit model are
varied within their uncertainties, and a new set of event
weights are calculated. Repeating the full decay time and

angular fit using the new weights gives negligible differ-
ences with respect to the results of the nominal fit. The
assumption that mðJ=cKþK#Þ is independent of the
decay-time and angle variables is tested by reevaluating
the weights in bins of the decay time and angles. Repeating
the full fit with the modified weights gives new estimates
of the physics parameter values in each bin. The total
systematic uncertainty is computed from the square root
of the sum of the individual variances, weighted by the
number of signal events in each bin in cases where a
significant difference is observed.
Using simulated events, the only identified peaking

background is from B0 ! J=cK%ð892Þ0 events where the
pion from the K%ð892Þ0 decay is misidentified as a kaon.
The fraction of this contribution was estimated from the
simulation to be at most 1.5% for mðJ=cKþK#Þ in the
range ½5200; 5550' MeV=c2. The effect of this background
(which is not included in the PDF modelling) was esti-
mated by embedding the simulated B0 ! J=cK%ð892Þ0
events in the signal sample and repeating the fit. The
resulting variations are taken as systematic uncertainties.
The contribution of B0

s mesons coming from the decay of
Bþ
c mesons is estimated to be negligible.
Since the angular acceptance function, "!, is deter-

mined from simulated events, it is important that the
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FIG. 13 (color online). Two-dimensional profile likelihood in
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FIG. 12 (color online). Decay-time and helicity-angle distributions for B0
s ! J=cKþK# decays (data points) with the one-

dimensional projections of the PDF at the maximal-likelihood point. The solid blue line shows the total signal contribution, which
is composed of CP-even (long-dashed red), CP-odd (short-dashed green), and S-wave (dotted-dashed purple) contributions.
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�s = 0.07 ± 0.09 (stat) ± 0.01 (syst) rad

�s = 0.663 ± 0.005 (stat) ± 0.006 (syst) ps�1

��s = 0.100 ± 0.016 (stat) ± 0.003 (syst) ps�1

|�| = 0.94 ± 0.03 (stat) ± 0.02 (syst)
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Therefore, the systematic uncertainties from these sources
are included in the statistical uncertainty on the physics
parameters. The remaining systematic effects are discussed
below and summarized in Tables IX, X, and XI.

The parameters of the mðJ=cKþK#Þ fit model are
varied within their uncertainties, and a new set of event
weights are calculated. Repeating the full decay time and

angular fit using the new weights gives negligible differ-
ences with respect to the results of the nominal fit. The
assumption that mðJ=cKþK#Þ is independent of the
decay-time and angle variables is tested by reevaluating
the weights in bins of the decay time and angles. Repeating
the full fit with the modified weights gives new estimates
of the physics parameter values in each bin. The total
systematic uncertainty is computed from the square root
of the sum of the individual variances, weighted by the
number of signal events in each bin in cases where a
significant difference is observed.
Using simulated events, the only identified peaking

background is from B0 ! J=cK%ð892Þ0 events where the
pion from the K%ð892Þ0 decay is misidentified as a kaon.
The fraction of this contribution was estimated from the
simulation to be at most 1.5% for mðJ=cKþK#Þ in the
range ½5200; 5550' MeV=c2. The effect of this background
(which is not included in the PDF modelling) was esti-
mated by embedding the simulated B0 ! J=cK%ð892Þ0
events in the signal sample and repeating the fit. The
resulting variations are taken as systematic uncertainties.
The contribution of B0

s mesons coming from the decay of
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c mesons is estimated to be negligible.
Since the angular acceptance function, "!, is deter-
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s ! J=cKþK# decays (data points) with the one-
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is composed of CP-even (long-dashed red), CP-odd (short-dashed green), and S-wave (dotted-dashed purple) contributions.
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simulation gives a good description of the dependence
of final-state particle efficiencies on their kinematic
properties. Figure 16 shows significant discrepancies be-
tween simulated B0

s ! J=c! events and selected B0
s !

J=cKþK" data events where the background has been
subtracted. To account for this difference, the simulated
events are reweighted such that the kaon momentum dis-
tribution matches the data (reweighting the muon momen-
tum has a negligible effect). A systematic uncertainty is
estimated by determining "! after this reweighting and
repeating the fit. The changes observed in physics parame-
ters are taken as systematic uncertainties. A systematic
uncertainty is included, which arises from the limited
size of the simulated data sample used to determine "!.

The lower decay-time acceptance is included in the
PDF using the binned functions described in Sec. VI. A

systematic uncertainty is determined by repeating the fits
with the bin values varied randomly within their statistical
precision. The standard deviation of the distribution of
central values obtained for each fit parameter is then as-
signed as the systematic uncertainty. The slope of the
acceptance correction at large lifetimes is " ¼ ð"8:3%
4:0Þ ' 10"3 ps"1. This leads to a 4:0' 10"3 ps"1 system-
atic uncertainty on "s.
The uncertainty on the LHCb length scale is estimated to

be at most 0.020%, which translates directly in an uncer-
tainty on "s and #"s of 0.020% with other parameters
being unaffected. The momentum scale uncertainty is at
most 0.022%. As it affects both the reconstructed momen-
tum and mass of the B0

s meson, it cancels to a large extent,
and the resulting effect on "s and #"s is negligible.
The CSP factors (Table IV) used in the nominal fit

assume a nonresonant shape for the S-wave contribution.
As a cross-check, the factors are reevaluated assuming
a Flatté shape [45], and the fit is repeated. There is a
negligible effect on all physics parameters except #S "
#?. A small shift (approximately 10% of the statistical

TABLE VIII. Results of the maximum-likelihood fit for the S-wave parameters, with asym-
metric statistical and symmetric systematic uncertainties. The evaluation of the systematic
uncertainties is described in Sec. X.

mðKþK"Þ bin [MeV=c2] Parameter Value $stat (asymmetric) $syst

990–1008 FS 0.227 þ0:081;"0:073 0.020
#S " #? [rad] 1.31 þ0:78;"0:49 0.09

1008–1016 FS 0.067 þ0:030;"0:027 0.009
#S " #? [rad] 0.77 þ0:38;"0:23 0.08

1016–1020 FS 0.008 þ0:014;"0:007 0.005
#S " #? [rad] 0.51 þ1:40;"0:30 0.20

1020–1024 FS 0.016 þ0:012;"0:009 0.006
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�s = 0.07 ± 0.09 (stat) ± 0.01 (syst) rad

�s = 0.663 ± 0.005 (stat) ± 0.006 (syst) ps�1

��s = 0.100 ± 0.016 (stat) ± 0.003 (syst) ps�1

|�| = 0.94 ± 0.03 (stat) ± 0.02 (syst)

�ms = 17.70± 0.10 (stat)± 0.01 (syst) ps�1
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�s = 0.07 ± 0.09 (stat) ± 0.01 (syst) rad

�s = 0.663 ± 0.005 (stat) ± 0.006 (syst) ps�1

��s = 0.100 ± 0.016 (stat) ± 0.003 (syst) ps�1

|�| = 0.94 ± 0.03 (stat) ± 0.02 (syst)

gives521

�s = 0.01 ± 0.07 (stat) ± 0.01 (syst) rad,

�s = 0.661 ± 0.004 (stat) ± 0.006 (syst) ps�1
,

��s = 0.106 ± 0.011 (stat) ± 0.007 (syst) ps�1
.

The measurements of �s, ��s and �s are the most precise to date. All measurements are522

in agreement with SM predictions [2, 10].523
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A Definition of helicity decay angles539

In order to define the helicity angles in terms of the momenta of the decay particles first540

denote the momentum of particle a in the centre-of-mass system of S by ~p
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a . With this541
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µµ
z = �

~p

µµ
K+ + ~p

µµ
K�

|~p µµ
K+ + ~p

µµ
K� |

,

n̂KK =
~p

KKµµ
K+ ⇥ ~p

KKµµ
K�

|~p KKµµ
K+ ⇥ ~p

KKµµ
K� |

, n̂µµ =
~p

KKµµ
µ+ ⇥ ~p

KKµµ
µ�

|~p KKµµ
µ+ ⇥ ~p

KKµµ
µ� |

.

(11)
The helicity angles are defined in terms of these vectors as544

cos ✓K =
~p

KK
K+

|~p KK
K+ |

· êKK
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The B

0
s ! J/ ⇡

+
⇡

� analysis used in this paper is unchanged with respect to Ref. [5]471

except for:472

1. the inclusion of the same-side kaon tagger in the same manner as has already been473

described for the B

0
s ! J/ K

+
K

� sample. This increases the number of tagged474

signal candidates to 2146 OS, 497 SSK and 293 overlapped events compared to 2445475

in Ref. [5]. The overall tagging e�ciency is (39.5 ± 0.7)% and the tagging power476

increases from (2.43± 0.08± 0.26)% to (3.37± 0.12± 0.27)%;477

2. an updated decay time acceptance model. For this, the decay channel B

0 !478

J/ K

⇤(892), which has a well known lifetime, is used to calibrate the decay time479

acceptance, and simulated events are used to determine a small relative correction480

between the B

0 ! J/ K

⇤(892) and B

0
s ! J/ ⇡

+
⇡

� acceptances;481

3. use of the updated values of �s and ��s from the B

0
s ! J/ K

+
K

� analysis pre-482

sented in this paper as constraints in the fit for �s.483

The measurement of �s using only the B

0
s ! J/ ⇡

+
⇡

� events is484

�s = �0.14+0.17
�0.16 ± 0.01 rad

where the systematic error is obtained in the same way as described in Ref. [5].485

In addition, the “e↵ective” lifetime ⌧J/ ⇡⇡single (defined as the lifetime determined by fitting486

a single exponential PDF to the B0
s decay time distribution) is measured. In this case no487

external constraints on �s and ��s are applied. The result is488

⌧

J/ ⇡⇡
single = 1.652± 0.024(stat)± 0.024(syst) ps.

This is equivalent to a decay width of �J/ ⇡⇡
single = 0.605±0.009(stat)±0.009(syst) ps�1 which,489

in the limit of �s = 0, corresponds to �H. The uncertainty on the B0 lifetime [26] used to490

calibrate the decay time acceptance is already included in the statistical uncertainty. The491

remaining systematic error is evaluated by changing the background model (±0.011 ps)492

and assigning half of the relative change between the fits with and without the decay time493

acceptance correction included (±0.021 ps). The total systematic uncertainty is±0.024 ps.494

12 Combined results for B
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� and B

0
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� datasets496

This section presents the results from a simultaneous fit to both B

0
s ! J/ K

+
K
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B

0
s ! J/ ⇡

+
⇡

� datasets. The joint log-likelihood is minimised with the common param-498

eters being �s, ��s, �s, |�|, �ms and the tagging calibration parameters. The parameter499

|�| is assumed to be common to both channels and the same for the di↵erent polarisation500
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�s = 0.07 ± 0.09 (stat) ± 0.01 (syst) rad

�s = 0.663 ± 0.005 (stat) ± 0.006 (syst) ps�1

��s = 0.100 ± 0.016 (stat) ± 0.003 (syst) ps�1

|�| = 0.94 ± 0.03 (stat) ± 0.02 (syst)

gives521

�s = 0.01 ± 0.07 (stat) ± 0.01 (syst) rad,

�s = 0.661 ± 0.004 (stat) ± 0.006 (syst) ps�1
,

��s = 0.106 ± 0.011 (stat) ± 0.007 (syst) ps�1
.

The measurements of �s, ��s and �s are the most precise to date. All measurements are522

in agreement with SM predictions [2, 10].523
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⌧ e↵KK = 1.455± 0.046 (stat) ± 0.006 (syst) ps

⌧ e↵
D�

s D+
s

= 1.379± 0.026 (stat) ± 0.017 (syst) ps

⌧ e↵J/ ⇡+⇡� = 1.652± 0.024 (stat) ± 0.024 (syst) ps

⌧ e↵J/ K0
s

= 1.75 ± 0.12 (stat) ± 0.07 (syst) ps
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WB0 

PDG average 

measurements 

⌧⇤0
b

⌧B0

= 0.976 ± 0.012 ± 0.006

pT of more than 1 GeV, and are also required to form a
vertex with !2 < 10 for one degree of freedom, and a
common vertex with the J=c candidate with !2 < 50 for
five degrees of freedom. This b-hadron candidate must
have a momentum vector that, when parity inverted, points
to the primary vertex within an angle smaller than 2.56!.
Particle identification requirements differ in the two
modes. We use the difference in the logarithm of the like-
lihood, DLLðh1 # h2Þ, to distinguish between the two
hypotheses: h1 and h2 as described in [21]. In the!

0
b decay,

the kaon candidate must have DLLðK # "Þ> 4 and
DLLðK # pÞ>#3, while the proton must have
DLLðp# "Þ> 10 and DLLðp# KÞ>#3. For the "B0

decay, the requirements on the pion candidate are
DLLð"##Þ>#10 and DLLð"# KÞ>#10, while
DLLðK # "Þ> 0 is required for the kaon.

TheBDT selection is based on theminimumDLLð##"Þ
of the #þ and ## candidates, the pT of each of the two
charged hadrons, and their sum, the!0

bpT, the!
0
b vertex!

2,
and the impact parameter !2 of the!0

b candidate, where the
latter results from calculating the difference in !2 by using
the hypothesis that the IP is zero. These variables are chosen
with the aim of having the selection efficiency be indepen-
dent of decay time. The BDT is trained on a simulated
sample of either !0

b ! J=cpK# signal events and a back-
ground data sample from the mass sidebands of the !0

b
signal peak. It is then tested on independent samples from
the same sources. The BDT selection is implemented to
maximize S2=ðSþ BÞ, where S indicates the signal and B
the background event yields. This optimization includes
the requirement that the !0

b baryon decay time be greater
than 0.5 ps. The same BDT selection is used for the
"B0 ! J=c"#Kþ mode.
The J=cpK# mass distribution after the BDT selection

is shown in Fig. 1. There is a large and significant signal.
Backgrounds can be combinatorial in nature, but can also
be formed by reflections from B meson decays where the
particle identification fails. As long as these backgrounds
do not peak near the !0

b mass they cannot cause incorrect
determinations of the !0

b signal yield. The shapes of the
main B meson reflections are determined from simulation
and shown in Fig. 1. The shapes are smooth and do not
peak in the signal region. To estimate the contributions of
the reflections, we take each of the candidates in the
J=cpK# sideband regions 60–200 MeV on either side of
the !0

b mass peak, reassign proton to kaon and pion mass
hypotheses, respectively, and fit the resulting signal peaks
determining signal yields of 5576& 95 "B0

s and 1769& 192
"B0 decays. To translate these yields to those within
&20 MeV of the !0

b peak, we use simulations of "B0
s !

J=cKþK# with the KþK# mass distribution matched to
that obtained in our previous analysis of this final state
[22], and a simulation of "B0 ! J=c"þK# decays, leading
to 1186& 35 J=cKþK# and 308& 33 J=c"þK#

reflected decays, respectively.

To determine the !0
b signal yield, we perform an

unbinned maximum likelihood fit to the J=cpK# invari-
ant mass spectrum shown in Fig. 1 in the region between
5500 and 5750 MeV. The fit function is the sum of the !0

b

signal component, combinatorial background, and the con-
tribution from the "B0

s ! J=cKþK# and "B0 ! J=c"þK#

reflections. The signal is modeled by a triple-Gaussian
function with common means; the effective rms width
is 5.5 MeV. The combinatorial background is described
by an exponential function. The event yields of the reflec-
tions are included in the fit as Gaussian constraints. The
mass fit gives 15 581& 178 signal and 5535& 50 combi-
natorial background candidates together with 1235& 35
"B0
s ! J=cKþK# and 313& 26 "B0 ! J=c"þK# reflec-

tion candidates within &20 MeV of the !0
b mass peak.

To view the background subtracted pK# mass spectrum,
we perform fits, as described above, to the mðJ=cpK#Þ
distributions in bins of mðpK#Þ and extract the signal
yields within&20 MeV of the!0

b mass peak. The resulting
pK# mass spectrum is shown in Fig. 2. A distinct peak is
observed in the pK# invariant mass distribution near
1520 MeV, together with the other resonant and nonreso-
nant structures over the entire kinematical region. The peak
corresponds to the !ð1520Þ resonance [23]. Simulations
of the !0

b decay are weighted to reproduce this mass
distribution.
The J=c"þK# mass spectrum, after the BDT selection,

is shown in Fig. 3. There is a large signal peak at the "B0 mass
and a much smaller one at the "B0

s mass. Triple-Gaussian
functions, each with common means, are used to fit the
signal peaks; the effective rms width is 6.7 MeV. An expo-
nential function is used to fit the combinatorial background.
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FIG. 1 (color online). Invariant mass spectrum of J=cpK#

combinations. The signal region is between the vertical long
dashed (blue) lines. The sideband regions extend from the dotted
(red) lines to the edges of the plot. The fit to the data between
5500 and 5750 MeV is also shown by the (blue) solid curve, with
the !0

b signal shown by the dashed-dotted (magenta) curve.
The dotted (black) line is the combinatorial background and
"B0
s ! J=cKþK# and "B0 ! J=c"þK# reflections are shown

with the dashed-double-dotted (red) and dashed (green) shapes,
respectively.
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production asymmetry: ~0.01

dilution factor from 
oscillations ~0.2%
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7 Conclusions

We measure the asymmetry a

s

sl, which is twice the measured asymmetry
between D

�
s

µ

+ and D

+
s

µ

� yields, to be

a

s

sl = (�0.06± 0.50± 0.36)%.

Figure 6 shows this measurement, the D0 measured asymmetries in dimuon
decays in 1.96 TeV pp collisions of A

b

sl = (�0.787 ± 0.172 ± 0.093)% [5],
a

d

sl = (0.68 ± 0.45 ± 0.14)% [6], and a

s

sl = (�1.12 ± 0.74 ± 0.17)% [7], and
the most recent average from B-factories [8], namely a

d

sl = (0.02 ± 0.31)%.
Our result for a

s

sl is currently the most precise measurement made and is
consistent with the Standard Model.
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2.1 Flavour Changing Neutral Currents 7

searches allow us to access new particles produced virtually in loop processes. In indirect
searches, flavour observables play a key-role to explore New Physics at higher energy scales.

This chapter is devoted to the theoretical description of rare processes involving FCNCs,
with particular attention to the B0

d ! µ

+
µ

� and B0
s ! µ

+
µ

� decays. The search for such rare
decays ultimately aims at testing the Standard Model of particle interactions and eventually
uncovering New Physics beyond the Standard Model.

�.� Flavour Changing Neutral Currents
Flavour Changing Neutral Currents are absent at the tree level in the Standard Model.
Charged currents mediated by W± bosons can instead violate flavour, therefore one can
use a W boson in a loop to create an overall Flavour Changing Neutral process: FCNC pro-
cesses are thus possible at higher orders. The diagrams in 2 represent decay amplitudes at
the level of elementary particles (quarks, leptons, bosons).

(a)

Figure 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Feynman diagrams of the SM processes contributing to B0

s ! µ

+
µ

� decays, involving top quarks and W bosons: Z0-
penguin diagrams on the left and box diagram on the right. Self energy (gluonic) corrections and Higgs contributions
are here not considered.

To actually calculate a decay rate, one needs to account for the fact that quarks are con-
fined inside hadrons, bound by the exchange of soft gluons. The case of the B0

s(d) ! µ

+
µ

�

decay is the cleanest possible exclusive B-decay: due to the purely leptonic final state, all
non-perturbative effects can be confined to a single parameter, the B-meson decay constant,
defined via the axial-vector current matrix element [28]:

⌦
0|q̄g

µ

g5b|B̄q(p)
↵
= ip

µ

FBq , (11)

where p
µ

is the four-momentum of the initial B-meson and q represents the d or s quark.
Theoretical calculations of hadronic decay rates are based on effective Hamiltonians of

the type [29]:

Heff =
GFp

2 Â
i

Ci(µ)Qi(µ) , (12)

and the decay amplitude for a meson |Mi (e.g. K, D, B) into a final state |Fi (e.g. pp, µµ),
is given by

A(M ! F) = hF| Heff |Mi = GFp
2 Â

i
Ci(µ) hF| Qi(µ) |Mi . (13)

2.5 The B0
s(d) ! µ

+
µ

�
decay: beyond the SM 17

This will lead to an enhancement factor tan4
b in the branching fraction.

Figure 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Feynman diagrams contributing to B0

s ! µ

+
µ

� in the 2HDM-II model.

In the framework of MSSM models, new contributing diagrams are obtained by exchanging
loop particles with their SUSY partners5. The leading contribution at high tan b comes from
the self-energy corrections in diagrams where the Higgs propagators are attached to the
external quark legs, as shown in the left diagram in Fig. 5. Additional contributions are
given by diagrams involving quartic coupling with sparticles [28], as that in Fig. 5 (right).
Diagrams like those in Fig. 5 will give additional contributions to the SM Z0 penguin and

Figure 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Example of Feynman diagrams contributing to B0

s ! µ

+
µ

� in the MSSM model. The dominant diagram at high tan b

is shown on the left, where squarks and charginos c

± (combination of the W and charged H± superpartners) enter
the loop. An example of contributing diagram with quartic squark couplings is shown on the right, where the dashed
lines denote scalar quarks while the solid lines represent charginos, leptons and Z0.

box diagrams, as well as to the otherwise suppressed Higgs penguin. These diagrams can
lead to an enhancement in the decay branching fraction, with a tan6

b dependence [28].
However, it is worth noticing that the SUSY impact on the B0

s ! µ

+
µ

� decay can also
be “hidden”, leading to an MSSM branching fraction close to the SM expectation. In fact,

5 Moreover, R-parity is conserved; the R quantum number is defined as R = (�1)3B+L+2S, where B is the
baryonic number, L the leptonic number and S the spin.
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Figure 2: Left, scan of the ratio of the joint likelihood for B(B0
s ! µ+µ�) and B(B0 ! µ+µ�).

As insets, the likelihood ratio scan for each of the branching fractions when the other is pro-
filed together with other nuisance parameters; the significance at which the background-only
hypothesis is rejected is also shown. Right, observed and expected CLS for B0 ! µ+µ� as a
function of the assumed branching fraction.

 (GeV)µµm
4.9 5 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9

S/
(S

+B
) W

ei
gh

te
d 

Ev
en

ts
 / 

( 0
.0

4 
G

eV
)

0

10

20

30

40

50

 = 8 TeVs -1 = 7 TeV, L = 20 fbs -1CMS - L = 5 fb

data
full PDF

-µ+µ→s
0B

-µ+µ→0B
combinatorial bkg
semileptonic bkg
peaking bkg

 (GeV)µµm
4.9 5 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9

S/
(S

+B
) W

ei
gh

te
d 

Ev
en

ts
 / 

( 0
.0

4 
G

eV
)

0

2

4

6

8

10

12

14
 = 8 TeVs -1 = 7 TeV, L = 20 fbs -1CMS - L = 5 fb

data
full PDF

-µ+µ→s
0B

-µ+µ→0B
combinatorial bkg
semileptonic bkg
peaking bkg
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Figure 2: Invariant mass distribution of the selected B0
(s) !

µ+µ� candidates (black dots) with BDT > 0.7. The result
of the fit is overlaid (blue solid line) and the di↵erent
components detailed: B0

s

! µ+µ� (red long dashed line),
B0 ! µ+µ� (green medium dashed line), combinatorial
background (blue medium dashed line), B0

(s) ! h+h0�

(magenta dotted line), B0(+) ! ⇡0(+)µ+µ� (light blue dot-
dashed line), B0 ! ⇡�µ+⌫

µ

and B0
s

! K�µ+⌫
µ

(black
dot-dashed line).

with a significance of 4.0 standard deviations (�), while
the significance of the B0 ! µ+µ� signal is 2.0�.
These significances are determined from the change
in likelihood from fits with and without the signal
component. The median significance expected for a
SM B0

s ! µ+µ� signal is 5.0�.
The simultaneous unbinned maximum-likelihood fit

results in

B(B0

s ! µ+µ�)= (2.9+1.1
�1.0(stat)

+0.3
�0.1(syst))⇥ 10�9 ,

B(B0 ! µ+µ�)= (3.7+2.4
�2.1(stat)

+0.6
�0.4(syst))⇥ 10�10 .

The statistical uncertainty is derived by repeating
the fit after fixing all the fit parameters, except the
B0

s ! µ+µ� and B0 ! µ+µ� branching fractions
and the slope and normalisation of the combinatorial
background, to their expected values. The systematic
uncertainty is obtained by subtracting in quadrature
the statistical uncertainty from the total uncertainty
obtained from the likelihood with all nuisance param-
eters allowed to vary according to their uncertainties.
Additional systematic uncertainties reflect the impact
on the result of changes in the parametrisation of the
background by including the ⇤0

b ! pµ�⌫̄µ component
and by varying the mass shapes of backgrounds from
b-hadron decays, and are added in quadrature. The

correlation between the branching fractions parame-
ters of both decay modes is +3.3%. The values of the
B0

(s) ! µ+µ� branching fractions obtained from the fit
are in agreement with the SM expectations. The invari-
ant mass distribution of the B0

(s) ! µ+µ� candidates
with BDT > 0.7 is shown in Fig. 2.

As no significant excess of B0 ! µ+µ� events
is found, a modified frequentist approach, the CL

s

method [38] is used, to set an upper limit on the
branching fraction. The method provides CL

s+b

, a
measure of the compatibility of the observed distribu-
tion with the signal plus background hypothesis, CL

b

,
a measure of the compatibility with the background-
only hypothesis, and CL

s

= CL
s+b

/CL
b

. A search
region is defined around the B0 invariant mass as
mB0 ± 60MeV/c2. For each BDT bin the invariant
mass signal region is divided into nine bins with bound-
aries mB0 ± 18, 30, 36, 48, 60MeV/c2, leading to a total
of 72 search bins.
An exponential function is fitted, in each BDT bin,

to the invariant mass sidebands. Even though they
do not contribute to the signal search window, the
b-hadron backgrounds are added as components in the
fit to account for their e↵ect on the combinatorial back-
ground estimate. The uncertainty on the expected
number of combinatorial background events per bin
is determined by applying a Poissonian fluctuation to
the number of events observed in the sidebands and by
varying the exponential slopes according to their uncer-
tainties. In each bin, the expectations for B0

s ! µ+µ�

decays assuming the SM branching fraction and for
B0

(s) ! h+h0� background are accounted for. For each
branching fraction hypothesis, the expected number
of signal events is estimated from the normalisation
factor. Signal events are distributed in bins according
to the invariant mass and BDT calibrations.
In each bin, the expected numbers of signal and

background events are computed and compared to
the number of observed candidates using CL

s

. The
expected and observed upper limits for the B0 ! µ+µ�

Table 2: Expected limits for the background only (bkg)
and background plus SM signal (bkg+SM) hypotheses, and
observed limits on the B0 ! µ+µ� branching fraction.

90% CL 95% CL

Exp. bkg 3.5⇥ 10�10 4.4⇥ 10�10

Exp. bkg+SM 4.5⇥ 10�10 5.4⇥ 10�10

Observed 6.3⇥ 10�10 7.4⇥ 10�10
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Figure 1: Comparison of the latest CMS and LHCb results [11,12], the combined value, and the
SM prediction (vertical line) for (left) the time-integrated branching fraction B(B0

s ! µ

+
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�)
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+
µ
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Studies of the flavour-changing neutral-current decays B0
s ! µ+µ� and B0 ! µ+µ�

are among the highest priorities in heavy flavour physics, due to their exceptional
sensitivity to sources of physics beyond the Standard Model (SM). The SM predic-
tions for their branching fractions are B(B0

s ! µ+µ�) = (3.56 ± 0.30) ⇥ 10�9 and
B(B0 ! µ+µ�) = (1.07 ± 0.10) ⇥ 10�10 [1].1 Numerous experiments have searched for
these decays, with the most recent limits reported in Refs. [4–9]. The first evidence for the
decay B0

s ! µ+µ� was reported by LHCb in Ref. [10], and recently new measurements
have become available from both the CMS [11] and LHCb [12] experiments. These new
results supersede previous publications from CMS and LHCb.

The CMS analysis is based on data collected from LHC pp collisions at centre-of-mass
energies of

p
s = 7 and 8TeV, corresponding to integrated luminosities of 5 and 20 fb�1,

respectively. The results of a maximum-likelihood fit to determine the branching fractions
are

B(B0
s ! µ+µ�) =

�
3.0 +1.0

�0.9

�
⇥ 10�9 , (1)

B(B0 ! µ+µ�) =
�
3.5 +2.1

�1.8

�
⇥ 10�10 ,

with signal significances of 4.3 and 2.0 standard deviations (�), respectively. The 95%
confidence level (CL) upper limit for the latter decay is B(B0 ! µ+µ�) < 1.1⇥ 10�9.

The LHCb analysis uses integrated luminosities of 1 and 2 fb�1 recorded at
p
s = 7

and 8TeV, respectively. The results are

B(B0
s ! µ+µ�) =

�
2.9 +1.1

�1.0

�
⇥ 10�9 , (2)

B(B0 ! µ+µ�) =
�
3.7 +2.4

�2.1

�
⇥ 10�10 ,

with signal significances of 4.0 and 2.0 �, respectively, and an upper limit B(B0 !
µ+µ�) < 7.4 ⇥ 10�10 at 95% CL. All uncertainties quoted in Eqs. (1) and (2) include
both statistical and systematic sources.

In this note, these results are combined. The results for B(B0
s ! µ+µ�) share a

common systematic uncertainty that arises from the imperfect knowledge of fs/fd, the
ratio of production cross-sections of B0

s and B0 (or B+ as isospin invariance is assumed)
mesons. This uncertainty enters since the decay B+ ! J/ K+ is used as a normalisation
channel.2 Other common sources of systematic uncertainty, such as the branching fraction
of the normalisation channel B+ ! J/ K+ and the assumed branching fractions of the
semileptonic b-hadron decays that cause backgrounds in the analyses, have su�ciently
small e↵ects on the results that the correlations can be neglected.

The measurement of B(B0
s ! µ+µ�) depends linearly on (fs/fd)

�1. The CMS result,
which uses fs/fd = 0.256 ± 0.020 [13], is rescaled to the latest value, fs/fd = 0.259 ±
0.015 [14], to give

B(B0
s ! µ+µ�) =

�
2.96 +0.97

�0.85 ± 0.17
�
⇥ 10�9 , (3)

1 The quoted value for B(B0
s ! µ

+
µ

�) is for the time-integrated branching fraction [2] and has
been updated compared to that in Ref. [1] using the latest world average values of the B

0
s lifetime,

⌧B0
s
= 1.516± 0.011 ps, and the relative B

0
s decay width di↵erence, ��s/(2�s) = 0.0615± 0.0085 [3].

2 In the LHCb analysis, the B

0 ! K

+
⇡

� decay is also used for normalisation.
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Table 2
PDF components describing mµ+µ− and !mµ+µ− distributions in the signal and corresponding freely varying and Gaussian constrained fit parameters. The coefficients of
the exponential (EXP) function used to describe both the D∗+ → D0(K −π+)π+ and D∗+ → D0(π−µ+νµ)π+ backgrounds are γKπ and γπµν while f Kπ and fπµν are
the normalisation factors to the D∗+ → D0(π+π−)π+ events. The symbols ⟨!mµ+µ− ⟩η , η = i, j and k represent the mean values and (σ!

1 )η the narrower width of the
double Gaussian (DG) PDF describing D∗+ → D0(π+π−)π+ , D∗+ → D0(K −π+)π+ and D∗+ → D0(K −µ+νµ)π+ distributions (for D∗+ → D0(K −π+)π+ a single Gaussian
(SG) PDF is used). The normalisation for the D∗+ → D0(π+π−)π+ event yield is obtained from the procedure described in Section 5. The function fm is a constant. The
parameters ω, µ and σ of the Crystal Ball function describing the D∗+ → D0(π+π−)π+ events are described in Section 4.

Fit component mµ+µ− !mµ+µ− Free Constrained

Combinatorial fm f! yield,
a, b, c

D∗+ → D0(π+π−)π+ CB DG α, εππ→µµ , ω, µ, σ ,
⟨!mµ+µ− ⟩i , (σ!

1 )i

D∗+ → D0(K −π+)π+ EXP SG γKπ , f Kπ , ⟨!mµ+µ− ⟩ j , (σ!) j

D∗+ → D0(π−µ+νµ)π+ EXP DG γπµν , fπµν , ⟨!mµ+µ− ⟩k , (σ!
1 )k

D∗+ → D0(µ+µ−)π+ CB DG yield

of the misidentification probabilities of the two D0 daughters.
The kaon to muon misidentification probability is measured with
D∗+ → D0(K −π+)π+ decays, triggered by spectator particles with
respect to the kaon, and is found to be (6.3 ± 0.6) × 10−4. This
very small value is achieved using the kaon veto based on the
RICH detectors, as described in Section 3. The estimated yield of
D∗+ → D0(π+π−)π+ is compatible with that obtained from the
method described above, though with a larger uncertainty.

6. Results

The search for the D0 → µ+µ− decay is performed us-
ing an unbinned extended maximum likelihood fit to the two-
dimensional distribution of !mµ+µ− and mµ+µ− . The five different
fit components are the signal D∗+ → D0(µ+µ−)π+ , the combina-
torial background and the background from D∗+ → D0(π+π−)π+ ,
D∗+ → D0(K −π+)π+ and D∗+ → D0(π−µ+νµ)π+ decays.

The PDF shapes are chosen as detailed in Table 2. The param-
eter input values are determined from the simulation of the in-
dividual channels, except for the combinatorial background, which
is assumed to have a smooth distribution across the whole invari-
ant mass difference !mµ+µ− and invariant mass mµ+µ− ranges,
as in the D∗+ → D0(π+π−)π+ fit of Section 4. The table also
shows the corresponding fit parameters that are allowed to vary,
both freely and with Gaussian constraints. Other fit parameters,
not included in the table, are fixed to the values obtained from the
simulation. It is explicitly checked that the final result is insensi-
tive to the variation of these parameters.

The width of the CB function describing the D∗+ →
D0(π+π−)π+ background in the mµ+µ− distribution and the
narrower width of the double Gaussian shape describing the
D∗+ → D0(π+π−)π+ background in the !mµ+µ− distribution are
corrected for the broader mass distribution observed in data; the
widths are increased by about 40% in !mµ+µ− and 25% in mµ+µ− .
The CB slope parameter is fixed to the mean value obtained from
simulation. Varying this value within its uncertainty leads to a
negligible change in the final result.

The D∗+ → D0(K −π+)π+ and D∗+ → D0(π−µ+νµ)π+ yields
are normalised to the D∗+ → D0(π+π−)π+ yields based on their
relative branching fractions, on the number of generated events
and on the pion to muon and kaon to muon misidentification
probabilities, as measured from data. To take into account discrep-
ancies between data and simulation for these two latter quantities,
a conservative uncertainty of 50% and 30% is assigned, respectively.

The signal PDFs are parametrised as in the D∗+ →
D0(π+π−)π+ fit of Section 4 and the shape parameters are fixed
to the D∗+ → D0(π+π−)π+ output fit values. A variation of these
parameters within their uncertainties give a negligible effect on
the final value for B(D0 → µ+µ−).

Fig. 4. (a) Invariant mass difference !mµ+µ− , with mµ+µ− in the range
1820–1885 MeV/c2 and (b) invariant mass mµ+µ− , with !mµ+µ− in the range
144–147 MeV/c2 for D∗+ → D0(µ+µ−)π+ candidates. The projections of the two-
dimensional unbinned extended maximum likelihood fit are overlaid. The curves
represent the total distribution (solid black), the D∗+ → D0(π+π−)π+ (dashed
red), the combinatorial background (dashed yellow), the D∗+ → D0(K −π+)π+

(dash-dotted blue), the D∗+ → D0(π−µ+νµ)π+ (dash-dotted purple) and the sig-
nal D∗+ → D0(µ+µ−)π+ (solid green) contribution. (For interpretation of the ref-
erences to colour in this figure legend, the reader is referred to the web version of
this Letter.)

The systematic uncertainties related to both the normalisation,
through α, and the background shapes and yields, are included in
the fit as Gaussian constraints to the parameters.

After the fit, all constrained parameters converged to the input
values within a few percent but εππ→µµ and ω, which changed by
about +16% and −20%, respectively, though remaining consistent
with the fit input values, within the uncertainty.

Fig. 4 shows the !mµ+µ− and mµ+µ− distributions, together
with the one-dimensional binned projections of the two-dimen-
sional fit overlaid. The χ2/ndf of the fit projections are 1.0 and 1.3,
corresponding to probabilities of 44% and 19%, respectively. The
data are consistent with the expected backgrounds. In particular,
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Fig. 5. CLs (solid line) as a function of the assumed D0 → µ+µ− branching frac-
tion and median (dashed line), 1σ and 2σ bands of the expected CLs , in the
background-only hypothesis, obtained with the asymptotic CLs method. The hori-
zontal lines corresponding to CLs = 0.05 (blue solid) and CLs = 0.1 (red solid) are
also drawn. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this Letter.)

a residual contribution from D∗+ → D0(π+π−)π+ events is visi-
ble among the peaking backgrounds.

The value obtained for the D0 → µ+µ− branching fraction is
(0.09 ± 0.30) × 10−8. Since no significant excess of signal is ob-
served with respect to the expected backgrounds, an upper limit is
derived. The limit determination is performed, using the signal and
background models parametrised as described above, in the RooSt-
ats framework [24], using the asymptotic CLs method [25]. This is
an approximate method, equivalent to the true CLs method per-
formed with simulated pseudo-experiments, when the data sam-
ples are not too small.

Fig. 5 shows the expected and observed CLs as a function of
the assumed D0 → µ+µ− branching fraction. The expected upper
limit is 5.5 (6.7)+3.1

−2.0 × 10−9 at 90% (95%) CL, while the observed
limit is 6.2 (7.6) × 10−9 at 90% (95%) CL. The p-value for the
background-only hypothesis is 0.4.

The robustness of the fit procedure is tested with simulated
pseudo-experiments using the same starting values for the fit pa-
rameters used in the data fit except for the combinatorial back-
ground PDF, for which the fitted parameters from data are used.
Simulated pseudo-experiments are performed corresponding to
D0 → µ+µ− branching fraction values of 0, 10−8 and 5 × 10−8.
In all cases the results reproduce the input values within the esti-
mated uncertainties.

Several systematic checks are performed varying the selection
requirements, including the muon identification criteria, varying
the parametrisation of the fit components and the fit range and re-
moving the multivariate selection. The measured B(D0 → µ+µ−)
does not change significantly with these variations.

To test the dependence of the result on the knowledge of the
double misidentification probability, the uncertainty is doubled in
the fit input; B(D0 → µ+µ−) is consistent with the baseline re-
sult.

In addition, the robustness of the result is checked by artificially
increasing the value of the kaon to muon misidentification as de-
termined from data in Section 5 up to 200% of its measured value,
and the fitted branching fraction still remains consistent with no
significant excess of signal with respect to the background expec-
tations.

7. Summary

A search for the rare decay D0 → µ+µ− is performed using a
data sample, corresponding to an integrated luminosity of 0.9 fb−1,

of pp collisions collected at a centre-of-mass energy of 7 TeV by
the LHCb experiment. The observed number of events is consistent
with the background expectations and corresponds to an upper
limit of

B
(

D0 → µ+µ−)
< 6.2 (7.6) × 10−9 at 90% (95%) CL.

This result represents an improvement of more than a factor
twenty with respect to previous measurements but remains sev-
eral orders of magnitude larger than the SM prediction.
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1 Introduction

The decay K

0
S ! µ

+
µ

� is a Flavour Changing Neutral Current (FCNC) transition that

has not yet been observed. This decay is suppressed in the Standard Model (SM), with an

expected branching fraction [1, 2]

B(K0
S ! µ

+
µ

�) = (5.0± 1.5)⇥ 10�12
,

while the current experimental upper limit is 3.2⇥ 10�7 at 90% confidence level (C.L.) [3].

Although the dimuon decay of the K

0
L meson is known to be B(K0

L ! µ

+
µ

�) =

(6.84 ± 0.11) ⇥ 10�9 [4], in agreement with the SM, e↵ects of new particles can still be

observed in K

0
S ! µ

+
µ

� decays. In the most general case, the decay width of K0
L,S ! µ

+
µ

�

can be written as [5]

�(K0
L,S ! µ

+
µ

�) =
mK

8⇡

s

1�
✓
2mµ

mK

◆2
"
|A|2 +

 
1�

✓
2mµ

mK

◆2
!
|B|2

#
, (1.1)

where A is an S-wave amplitude and B a P-wave amplitude. These two amplitudes have

opposite CP eigenvalues, and in absence of CP violation (K0
S = K

0
1 , K

0
L = K

0
2 ), K

0
L decays

would be generated only by A while K

0
S decays would be generated only by B. The decay

width �(K0
L ! µ

+
µ

�) receives long-distance1 contributions to A from intermediate two-

photon states, as well as short distance contributions to the real part of A. In any model

1The long-distance scales correspond to masses below that of the c quark, while short-distance scales

correspond to masses of the c quark and above.
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Figure 1. Mass spectrum for selected K

0
S ! ⇡

+
⇡

� candidates in the MB sample. The black points
correspond to the mass reconstructed under the ⇡⇡ mass hypothesis for the daughters, while the
red triangles correspond to the mass reconstructed under the µµ mass hypothesis.

to be downstream of the PV. If more than one PV is reconstructed, the PV associated to

the K0
S is the one that minimises its IP �

2. Furthermore, ⇤ ! p⇡

� decays are vetoed via a

requirement in the Armenteros-Podolanski plane [20], by including cuts on the transverse

momentum of the daughter tracks with respect to the K

0
S flight direction and on their

longitudinal momentum asymmetry. The reconstructed K

0
S ! µ

+
µ

� mass is required to

be in the range [450,1500] MeV/c2.

The K

0
S ! ⇡

+
⇡

� decay is used as a control channel and is reconstructed and selected

in the same way as the signal candidates, with the exception of the particle identification

requirements on the daughter tracks and the mass range, which is requested to be between

400 and 600 MeV/c2.

Figure 1 shows the mass spectrum for selected K

0
S ! ⇡

+
⇡

� candidates in the MB

sample after applying the set of cuts described above and in the ⇡⇡ and µµmass hypotheses:

the two mass peaks are separated by 40 MeV/c2. This separation, combined with the LHCb

mass resolution of about 4 MeV/c2 for such combinations of tracks, is used to discriminate

the K

0
S ! µ

+
µ

� signal from K

0
S ! ⇡

+
⇡

� decays where both pions are misidentified

as muons.

In order to further increase the background rejection, a boosted decision

tree (BDT) [21] with the AdaBoost algorithm [22] is used. The variables entering in

the BDT discriminant are:

• the decay time of the K

0
S candidate, computed using the distance between the SV and

the PV, and the reconstructed momentum of the K

0
S candidate;

• the smallest muon IP �

2 of the two daughter tracks with respect to any of the PVs

reconstructed in the event ;

• the K

0
S IP �

2 with respect to the PV ;
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8 Conclusions

A search for K0
S ! µ

+
µ

� has been performed using 1.0 fb�1 of data collected at the LHCb

experiment in 2011. This search profits from the 1013 K

0
S produced inside the LHCb

acceptance and the powerful discrimination against the K

0
S ! ⇡

+
⇡

� decay in which both

pions are misidentified as muons, achieved thanks to the LHCb mass resolution for two

body decays of the K

0
S meson. The candidates observed are consistent with the expected

background, with the p-value for the background only hypothesis being 27%. The measured

upper limit

B(K0
S ! µ

+
µ

�) < 11(9)⇥ 10�9

at 95(90)% confidence level is an improvement of a factor of thirty below the previous

world best limit [3].
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II. DATA SAMPLE AND SIGNAL

We use a data sample of 0:37 fb!1 collected with the
LHCb detector [12] in the first half of 2011 and an addi-
tional 0:04 fb!1 collected in 2010 at a center-of-mass
energy of 7 TeV.

The detector elements are placed along the beam line of
the LHC starting with the vertex detector, a silicon strip
device that surrounds the proton-proton interaction region
having its first active layer positioned 8 mm from the beam
during collisions. It provides precise locations for primary
pp interaction vertices and the locations of decays of long-
lived particles and contributes to the measurement of track
momenta. Further downstream, other devices used to mea-
sure track momenta include a large area silicon strip de-
tector located in front of a 4 Tm dipole magnet, and a
combination of silicon strip detectors and straw-tube drift
chambers placed behind. Two ring imaging Cherenkov
(RICH) detectors are used to identify charged hadrons.
An electromagnetic calorimeter is used for photon detec-
tion and electron identification, followed by a hadron

calorimeter, and a system that distinguishes muons from
hadrons. The calorimeters and the muon system provide
first-level hardware triggering, which is then followed by a
software high level trigger.
Muons are triggered on at the hardware level using their

penetration through iron and detection in a series of track-
ing chambers. Projecting these tracks through the magnet
to the primary event vertex allows a determination of their
transverse momentum, pT. Events from the 2011 data used
in this analysis were triggered on the basis of a single muon
having a pT greater than 1480 MeV, or two muons with
their product pT greater than 1:69 GeV2. To satisfy the
higher level trigger, the muon candidates must also be
detached from the primary vertex.
Candidate B! decays are found using tracking informa-

tion, and particle identification information from the RICH
and muon systems. The identification of pions, kaons, and
muons is based on combining the information from the two
RICH detectors, the calorimeters, and the muon system.
The RICH detectors measure the angles of emitted
Cherenkov radiation with respect to each charged track.
For a given momentum particle this angle is known, so a
likelihood for each hypothesis is computed. Muon like-
lihoods are computed based on track hits in each of the
sequential muon chambers. In this analysis we do not reject
candidates based on sharing hits with other tracks. This
eliminates a possible bias that was present in our previous
analysis [9]. Selection criteria are applied on the difference
of the logarithm of the likelihood between two hypotheses.
The efficiencies and the misidentification rates are ob-
tained from data using KS, D

"þ ! !þD0, D0 ! K!!þ,
and J=c ! "þ"! event samples that provide almost pure
pion, kaon, and muon sources.
Efficiencies and rejection rates depend on the momen-

tum of the final-state particles. For the RICH detector
generally the pion or kaon efficiencies exceed 90% and
the rejection rates are of the order of 5% [13]. The muon
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FIG. 2. Feynman diagrams for B decays involving an intermediate heavy neutrino (N). (a) B! ! Dð"Þþ"!"!,
(b) B! ! !þðDþ

s Þ"!"!, and (c) B! ! D0!þ"!"!.

(a) (b)

FIG. 1. (a) Diagram of neutrinoless double # decay when two
neutrons in a nucleus decay simultaneously. (b) The fundamental
diagram for changing lepton number by two units.
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limit on the total branching fraction. Since the background
estimate of 22 events exceeds the observed level of 12
events we use the CLs method for calculating the upper
limit [20]. Assuming a phase space decay of the B! we find

B ðB! ! Dþ
s !

!!!Þ< 5:8% 10!7 at 95% CL:

VII. ANALYSIS OF B! ! D0!þ"!"!

A prolific source of neutrinos is semileptonic B! decay.
Majorana neutrinos could be produced via semileptonic
decays as shown in Fig. 2(c). Here the mass range probed is
smaller than in the case of"þ!!!! due to the presence of
theD0 meson in the final state. The sensitivity of the search
in this channel is also limited by the need to reconstruct the
D0 ! K!"þ decay. We do not explicitly veto D&þ !
"þD0 decays as this would introduce an additional sys-
tematic uncertainty. The invariant mass distribution of
D0"þ!!!! is shown in Fig. 12. The mass resolution is
14:4' 0:2 MeV.

Peaking backgrounds are essentially absent; the largest
source is B! ! D0"!"!"þ which contributes only 0.13
events in the signal region. The combinatorial background,
determined by a linear fit to the sidebands of the B! signal
region, predicts 35.9 events, while the number observed is 33.

The "þ!! invariant mass for events within 2 standard
deviations of the B! mass is shown in Fig. 13. The back-
ground shape is estimated by a 5th order polynomial fit to
the sideband data (see Fig. 12) and also shown on the
figure. The systematic error on this background is esti-
mated using a 7th order polynomial fit.

The "þ!! mass resolution is shown in Fig. 7. The MN

dependent efficiencies are shown in Fig. 8. They vary from
0.2% to 0.1% over most of the mass range. Systematic
errors are listed in Table II. The largest sources of error are
the trigger, and the MN dependent efficiencies.

The upper limits for BðB! ! D0"þ!!!!Þ as a func-
tion of the "þ!! mass are shown in Fig. 9(c). For
Majorana neutrino masses <3:0 GeV, the upper limits

are less than 1:6% 10!6 at 95% CL. The limit on the
branching fraction assuming a phase space decay is

B ðB! ! D0"þ!!!!Þ< 1:5% 10!6 at 95% CL:

VIII. CONCLUSIONS

A search has been performed for Majorana neutrinos in
the B! decay channels, Dð&Þþ!!!!, "þ!!!!,
Dþ

s !
!!!, and D0"þ!!!! that has only yielded upper

limits. The Dð&Þþ!!!! channels may proceed via virtual
Majorana neutrino exchange and thus are sensitive to all
Majorana neutrino masses. They also could occur via the
same annihilation process as the other modes, though this
would be Cabibbo suppressed. The other channels provide
limits for neutrino masses between 260 and 5000MeV. The
bounds are summarized in Table IV. These limits are the
most restrictive to date.
Our search has thus far ignored the possibility of a finite

neutrino lifetime. Figure 14 shows the relative detection
efficiency as a function of Majorana neutrino lifetime,
for (a) B! ! "þ!!!! for a mass of 3 GeV,
(b) B! ! Dþ

s !
!!! for a mass of 3 GeV, and
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FIG. 12 (color online). Invariant mass distribution of
D0"þ!!!!. The solid line shows a linear fit to the data in
the sidebands of the B! signal region.
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FIG. 13 (color online). Invariant mass distribution of "þ!!

for B! ! D0!!!!"þ in the signal region and with estimated
background distribution superimposed. There are two combina-
tions per event.

TABLE IV. Summary of upper limits on branching fractions.
Both the limits on the overall branching fraction assuming a
phase space decay, and the range of limits on the branching
fraction as a function of Majorana neutrino mass (MN) are given.
All limits are at 95% CL.

Mode B upper limit
Approximate limits
as function of MN

Dþ!!!! 6:9% 10!7

D&þ!!!! 2:4% 10!6

"þ!!!! 1:3% 10!8 ð0:4! 1:0Þ % 10!8

Dþ
s !

!!! 5:8% 10!7 ð1:5! 8:0Þ % 10!7

D0"þ!!!! 1:5% 10!6 ð0:3! 1:5Þ % 10!6
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B� ! D+µ�µ�

B� ! D⇤+µ�µ�

�
via virtual N

B� ! ⇡+µ�µ�

B� ! D⇤+
s µ�µ�

B� ! D0⇡+µ�µ�

9
=

; also via on-shell N
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Electroweak penguins

Study of flavour changing neutral current decays that have no
tree-level Feynman diagrams.

Hence proceed via loop and box diagrams, and New Physics can enter
through the loops.

Theoretical framework via an e↵ective Hamiltonian:

Wilson coe�cients (Ci ), describing short-distance interactions

Operators, (Oi ), describing long-distance interactions

He↵ = �4GFp
2

VtbV
⇤
ts

10X

i=1

(CSM
i + �CNP

i )Oi

S. Wright (University of Cambridge) b ! (s, d)(µ+µ�, �) at LHCb 25/11/2013 3 / 22

b → s Transitions
General description of Hamiltonian in operator product expansion:

b → s transitions are sensitive toO(′)
7 ,O(′)

9 ,O(′)
10

B0 → K∗ℓ+ℓ− is the most prominent (large statistic and flavour specific) candidate
Studies in statistical limited Bs → φµ+µ−, Λb → Λµ+µ− started ...

Stephanie Hansmann-Menzemer 18
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B0 ! K ⇤0(! K+⇡�)µ+µ�

Decay distribution summing over B0 and B0 mesons:
1

d�/dq2

d4
�

d✓ld✓Kd'dq2
=

9

32⇡
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3

4

(1� FL) sin
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2 ✓K sin
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+ S s
6 sin

2 ✓K cos ✓l + S7 sin 2✓K sin ✓l sin '

+ S8 sin 2✓K sin 2✓l sin ' + S9 sin

2 ✓K sin

2 ✓l sin 2']

(from Altmannshofer et al JHEP 01 (2009) 019)

Observables include:
FL, the K ⇤0 longitudinal
polarisation fraction.
AFB = 4

3S s
6 , the µ+µ�

forward-backward asymmetry.
A2

T = 2S3/(1� FL) and
ARe

T = 4
3AFB/(1� FL), a pair of

K ⇤0 transverse asymmetries.

S. Wright (University of Cambridge) b ! (s, d)(µ+µ�, �) at LHCb 25/11/2013 4 / 22

B0 ! K ⇤0(! K+⇡�)µ+µ�

Decay distribution summing over B0 and B0 mesons:
1

d�/dq2

d4
�

d✓ld✓Kd'dq2
=

9

32⇡
[

3

4

(1� FL) sin

2 ✓K + FL cos

2 ✓K +

1

4

(1� FL) sin

2 ✓K cos 2✓l

� FL cos

2 ✓K cos 2✓l + S3 sin

2 ✓K sin

2 ✓l cos 2'

+ S4 sin 2✓K sin 2✓l cos ' + S5 sin 2✓K sin ✓l cos '

+ S s
6 sin

2 ✓K cos ✓l + S7 sin 2✓K sin ✓l sin '

+ S8 sin 2✓K sin 2✓l sin ' + S9 sin

2 ✓K sin

2 ✓l sin 2']

(from Altmannshofer et al JHEP 01 (2009) 019)

Observables include:
FL, the K ⇤0 longitudinal
polarisation fraction.
AFB = 4

3S s
6 , the µ+µ�

forward-backward asymmetry.
A2

T = 2S3/(1� FL) and
ARe

T = 4
3AFB/(1� FL), a pair of

K ⇤0 transverse asymmetries.

S. Wright (University of Cambridge) b ! (s, d)(µ+µ�, �) at LHCb 25/11/2013 4 / 22

‣

‣

Angular analysis

One very famous variable:
AFB ∝ −Re[(2Ceff

7 + q2

m2
b

Ceff
9 )C10]

forward backward

Introduce 3 relative angles to describe angular distribution of final state particles.
Folding φ→ φ+ π if φ < 0 increase sensitivity for some coefficients.

New: alternative folding give access to form factor independent parameters
(arXiv:1106.3283, arXiv:1106.3283, arXiv:hep-ph/050206, arXiv:0807.2589, arXiv:1105.0376)

e.g. AFB = 3
4
(1 − FL)ARe

T

Stephanie Hansmann-Menzemer 19
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Figure 1. Distribution of µ+µ� versus K+⇡�µ+µ� invariant mass of selected B0 ! K⇤0µ+µ�

candidates. The vertical lines indicate a ±50MeV/c2 signal mass window around the nominal
B0 mass. The horizontal lines indicate the two veto regions that are used to remove J/ and
 (2S) ! µ+µ� decays. The B0 ! K⇤0µ+µ� signal is clearly visible outside of the J/ and
 (2S)! µ+µ� windows.

mance between the data and simulation. Sources of background that are not reduced to a

negligible level by the pre- and multivariate-selections are described below.

The decays B0 ! K⇤0J/ and B0 ! K⇤0 (2S), where J/ and  (2S) ! µ+µ�,

are removed by rejecting candidates with 2946 < m(µ+µ�) < 3176MeV/c2 and 3586 <

m(µ+µ�) < 3766MeV/c2. These vetoes are extended downwards by 150MeV/c2 in

m(µ+µ�) for B0 ! K⇤0µ+µ� candidates with masses 5150 < m(K+⇡�µ+µ�) <

5230MeV/c2 to account for the radiative tails of the J/ and  (2S) mesons. They are

also extended upwards by 25MeV/c2 for candidates with masses above the B0 mass to ac-

count for the small percentage of J/ or  (2S) decays that are misreconstructed at higher

masses. The J/ and  (2S) vetoes are shown in figure 1.

The decay B0! K⇤0J/ can also form a source of peaking background if the kaon or

pion is misidentified as a muon and swapped with one of the muons from the J/ decay.

This background is removed by rejecting candidates that have a K+µ� or ⇡�µ+ invariant

mass (where the kaon or pion is assigned the muon mass) in the range 3036 < m(µ+µ�) <

3156MeV/c2 if the kaon or pion can also be matched to hits in the muon stations. A similar

veto is applied for the decay B0! K⇤0 (2S).

The decay B0

s ! �µ+µ�, where �! K+K�, is removed by rejecting candidates if the

K+⇡� mass is consistent with originating from a �! K+K� decay and the pion is kaon-like

according to the RICH detectors. A similar veto is applied to remove ⇤0

b! ⇤⇤(1520)µ+µ�

(⇤⇤(1520)! pK�) decays.
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Figure 2. Invariant mass distributions of K+⇡�µ+µ� candidates in the six q2 bins used in the
analysis. The candidates have been weighted to account for the detector acceptance (see text). Con-
tributions from exclusive (peaking) backgrounds are negligible after applying the vetoes described
in section 4.

the di↵erential branching fraction. The calculation of the bands is described in ref. [26].2

In the low q2 region, the calculations are based on QCD factorisation and soft collinear

e↵ective theory (SCET) [28], which profit from having a heavy B0 meson and an energetic

K⇤0 meson. In the soft-recoil, high q2 region, an operator product expansion in inverse

b-quark mass (1/mb) and 1/
p

q2 is used to estimate the long-distance contributions from

quark loops [29, 30]. No theory prediction is included in the region close to the narrow

cc resonances (the J/ and  (2S)) where the assumptions from QCD factorisation, SCET

2A consistent set of SM predictions, averaged over each q2 bin, have recently also been provided by the

authors of ref. [27].
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q2 (GeV2/c4) N
sig

dB/dq2 (10�7GeV�2c4)

0.10� 2.00 140± 13 0.60± 0.06± 0.05± 0.04+0.00
�0.05

2.00� 4.30 73± 11 0.30± 0.03± 0.03± 0.02+0.00
�0.02

4.30� 8.68 271± 19 0.49± 0.04± 0.04± 0.03+0.00
�0.04

10.09� 12.86 168± 15 0.43± 0.04± 0.04± 0.03+0.00
�0.03

14.18� 16.00 115± 12 0.56± 0.06± 0.04± 0.04+0.00
�0.05

16.00� 19.00 116± 13 0.41± 0.04± 0.04± 0.03+0.00
�0.03

1.00� 6.00 197± 17 0.34± 0.03± 0.04± 0.02+0.00
�0.03

Table 1. Signal yield (Nsig) and di↵erential branching fraction (dB/dq2) of the B0 ! K⇤0µ+µ�

decay in the six q2 bins used in this analysis. Results are also presented in the 1 < q2 < 6GeV2/c4

range where theoretical uncertainties are best controlled. The first and second uncertainties are
statistical and systematic. The third uncertainty comes from the uncertainty on the B0! K⇤0J/ 
and J/ ! µ+µ� branching fractions. The final uncertainty on dB/dq2 comes from an estimate of
the pollution from non-K⇤0 B0! K+⇡�µ+µ� decays in the 792 < m(K+⇡�) < 992MeV/c2 mass
window (see section 7.3.2).

]4c/2 [GeV2q
0 5 10 15 20

]
-2

 G
eV

4 c ¥ 
-7

 [1
0

2 q
/d

Bd

0

0.5

1

1.5

LHCb

Theory Binned
LHCb

Figure 3. Di↵erential branching fraction of the B0! K⇤0µ+µ� decay as a function of the dimuon
invariant mass squared. The data are overlaid with a SM prediction (see text) for the decay (light-
blue band). A rate average of the SM prediction across each q2 bin is indicated by the dark (purple)
rectangular regions. No SM prediction is included in the region close to the narrow cc resonances.

and the operator product expansion break down. The treatment of this region is discussed

in ref. [31]. The form-factor calculations are taken from ref. [32]. A dimensional estimate

is made of the uncertainty on the decay amplitudes from QCD factorisation and SCET of

O(⇤
QCD

/mb) [33]. Contributions from light-quark resonances at large recoil (low q2) have

been neglected. A discussion of these contributions can be found in ref. [34]. The same

techniques are employed in calculations of the angular observables described in section 7.
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also extended upwards by 25MeV/c2 for candidates with masses above the B0 mass to ac-

count for the small percentage of J/ or  (2S) decays that are misreconstructed at higher

masses. The J/ and  (2S) vetoes are shown in figure 1.

The decay B0! K⇤0J/ can also form a source of peaking background if the kaon or

pion is misidentified as a muon and swapped with one of the muons from the J/ decay.

This background is removed by rejecting candidates that have a K+µ� or ⇡�µ+ invariant

mass (where the kaon or pion is assigned the muon mass) in the range 3036 < m(µ+µ�) <

3156MeV/c2 if the kaon or pion can also be matched to hits in the muon stations. A similar

veto is applied for the decay B0! K⇤0 (2S).

The decay B0

s ! �µ+µ�, where �! K+K�, is removed by rejecting candidates if the

K+⇡� mass is consistent with originating from a �! K+K� decay and the pion is kaon-like

according to the RICH detectors. A similar veto is applied to remove ⇤0
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Figure 2. Invariant mass distributions of K+⇡�µ+µ� candidates in the six q2 bins used in the
analysis. The candidates have been weighted to account for the detector acceptance (see text). Con-
tributions from exclusive (peaking) backgrounds are negligible after applying the vetoes described
in section 4.

the di↵erential branching fraction. The calculation of the bands is described in ref. [26].2

In the low q2 region, the calculations are based on QCD factorisation and soft collinear

e↵ective theory (SCET) [28], which profit from having a heavy B0 meson and an energetic

K⇤0 meson. In the soft-recoil, high q2 region, an operator product expansion in inverse

b-quark mass (1/mb) and 1/
p

q2 is used to estimate the long-distance contributions from

quark loops [29, 30]. No theory prediction is included in the region close to the narrow

cc resonances (the J/ and  (2S)) where the assumptions from QCD factorisation, SCET

2A consistent set of SM predictions, averaged over each q2 bin, have recently also been provided by the

authors of ref. [27].

– 9 –

J
H
E
P
0
8
(
2
0
1
3
)
1
3
1

]2c) [MeV/-µ+µ-p+(Km
5200 5400 5600

]2 c
) 

[M
eV

/
- µ+ µ(

m

0

1000

2000

3000

4000

1

10

210

310

410

LHCb

Figure 1. Distribution of µ+µ� versus K+⇡�µ+µ� invariant mass of selected B0 ! K⇤0µ+µ�

candidates. The vertical lines indicate a ±50MeV/c2 signal mass window around the nominal
B0 mass. The horizontal lines indicate the two veto regions that are used to remove J/ and
 (2S) ! µ+µ� decays. The B0 ! K⇤0µ+µ� signal is clearly visible outside of the J/ and
 (2S)! µ+µ� windows.

mance between the data and simulation. Sources of background that are not reduced to a

negligible level by the pre- and multivariate-selections are described below.

The decays B0 ! K⇤0J/ and B0 ! K⇤0 (2S), where J/ and  (2S) ! µ+µ�,

are removed by rejecting candidates with 2946 < m(µ+µ�) < 3176MeV/c2 and 3586 <

m(µ+µ�) < 3766MeV/c2. These vetoes are extended downwards by 150MeV/c2 in

m(µ+µ�) for B0 ! K⇤0µ+µ� candidates with masses 5150 < m(K+⇡�µ+µ�) <

5230MeV/c2 to account for the radiative tails of the J/ and  (2S) mesons. They are

also extended upwards by 25MeV/c2 for candidates with masses above the B0 mass to ac-

count for the small percentage of J/ or  (2S) decays that are misreconstructed at higher

masses. The J/ and  (2S) vetoes are shown in figure 1.

The decay B0! K⇤0J/ can also form a source of peaking background if the kaon or

pion is misidentified as a muon and swapped with one of the muons from the J/ decay.

This background is removed by rejecting candidates that have a K+µ� or ⇡�µ+ invariant

mass (where the kaon or pion is assigned the muon mass) in the range 3036 < m(µ+µ�) <

3156MeV/c2 if the kaon or pion can also be matched to hits in the muon stations. A similar

veto is applied for the decay B0! K⇤0 (2S).

The decay B0

s ! �µ+µ�, where �! K+K�, is removed by rejecting candidates if the

K+⇡� mass is consistent with originating from a �! K+K� decay and the pion is kaon-like

according to the RICH detectors. A similar veto is applied to remove ⇤0

b! ⇤⇤(1520)µ+µ�

(⇤⇤(1520)! pK�) decays.
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Figure 4. Fraction of longitudinal polarisation of the K⇤0, FL, dimuon system forward-backward
asymmetry, AFB and the angular observables S3 and A9 from the B0 ! K⇤0µ+µ� decay as a
function of the dimuon invariant mass squared, q2. The lowest q2 bin has been corrected for the
threshold behaviour described in section 7.2. The experimental data points overlay the SM predic-
tion described in the text. A rate average of the SM prediction across each q2 bin is indicated by
the dark (purple) rectangular regions. No theory prediction is included for A9, which is vanishingly
small in the SM.

expected to be suppressed by the size of the strong phases and be close to zero in every q2

bin. A
FB

has also been cross-checked by performing a counting experiment in bins of q2.

A consistent result is obtained in every bin.

7.2 Angular distribution at large recoil

In the previous section, when fitting the angular distribution, it was assumed that the

muon mass was small compared to that of the dimuon system. Whilst this assumption is

valid for q2 > 2GeV2/c4, it breaks down in the 0.1 < q2 < 2.0GeV2/c4 bin. In this bin,

the angular terms receive an additional q2 dependence, proportional to

1� 4m2

µ/q
2

1 + 2m2

µ/q
2

or
(1� 4m2

µ/q
2)1/2

1 + 2m2

µ/q
2

, (7.1)

depending on the angular term Ij [1].

As q2 tends to zero, these threshold terms become small and reduce the sensitivity

to the angular observables. Neglecting these terms leads to a bias in the measurement
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fitting eq. 7.4 directly for A
S

and F
S

as uncorrelated variables. For the B0 ! K⇤0J/ 

control mode, the gain in statistical precision is approximately a factor of three.

Due to the limited number of signal candidates that are available in each of the q2

bins, the bins are merged in order to estimate the S-wave fraction. In the range 0.1 <

q2 < 19GeV2/c4, F
S

= 0.03 ± 0.03, which corresponds to an upper limit of F
S

< 0.04 at

68% confidence level (CL). The procedure has also been performed in the region 1 < q2 <

6GeV2/c4, where both F
L

and F
S

are expected to be enhanced. This gives F
S

= 0.04±0.04

and an upper limit of F
S

< 0.07 at 68% CL. In order to be conservative, F
S

= 0.07 is used

to estimate a systematic uncertainty on the di↵erential branching fraction and angular

analyses. The B0! K⇤0J/ data has been used to validate the method.

For the di↵erential branching fraction analysis, F
S

scales the observed branching frac-

tion by up to 7%. For the angular analysis, F
S

dilutes A
FB

, S
3

and A
9

. The impact on

F
L

however, is less easy to disentangle. To assess the possible size of a systematic bias,

pseudo-experiments have been carried out generating with, and fitting without, the S-wave

contribution in the likelihood fit. The typical bias on the angular observables due to the

S-wave is 0.01� 0.03.

8 Forward-backward asymmetry zero-crossing point

In the SM, A
FB

changes sign at a well defined value of q2, q2
0

, whose prediction is largely

free from form-factor uncertainties [3]. It is non-trivial to estimate q2
0

from the angular fits

to the data in the di↵erent q2 bins, due to the large size of the bins involved. Instead, A
FB

can be estimated by counting the number of forward-going (cos ✓` > 0) and backward-going

(cos ✓` < 0) candidates and q2
0

determined from the resulting distribution of A
FB

(q2).

The q2 distribution of the forward- and backward-going candidates, in the range 1.0 <

q2 < 7.8GeV2/c4, is shown in figure 6. To make a precise measurement of the zero-crossing

point a polynomial fit, P (q2), is made to the q2 distributions of these candidates. The

K+⇡�µ+µ� invariant mass is included in the fit to separate signal from background. If

P
F

(q2) describes the q2 dependence of the forward-going, and P
B

(q2) the backward-going

signal decays, then

A
FB

(q2) =
P
F

(q2)� P
B

(q2)

P
F

(q2) + P
B

(q2)
. (8.1)

The zero-crossing point of A
FB

is found by solving for the value of q2 at which A
FB

(q2)

is zero.

Using third-order polynomials to describe both the q2 dependence of the signal and

the background, the zero-crossing point is found to be

q2
0

= 4.9± 0.9GeV2/c4 .

The uncertainty on q2
0

is determined using a bootstrapping technique [45]. The zero-

crossing point is largely independent of the polynomial order and the q2 range that is

used. This value is consistent with SM predictions, which are typically in the range 3.9�
4.4GeV2/c4 [46–48] and have relative uncertainties below the 10% level, for example, q2

0

=

4.36+0.33
�0.31GeV2/c4 [47].
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Figure 4. Fraction of longitudinal polarisation of the K⇤0, FL, dimuon system forward-backward
asymmetry, AFB and the angular observables S3 and A9 from the B0 ! K⇤0µ+µ� decay as a
function of the dimuon invariant mass squared, q2. The lowest q2 bin has been corrected for the
threshold behaviour described in section 7.2. The experimental data points overlay the SM predic-
tion described in the text. A rate average of the SM prediction across each q2 bin is indicated by
the dark (purple) rectangular regions. No theory prediction is included for A9, which is vanishingly
small in the SM.

expected to be suppressed by the size of the strong phases and be close to zero in every q2

bin. A
FB

has also been cross-checked by performing a counting experiment in bins of q2.

A consistent result is obtained in every bin.

7.2 Angular distribution at large recoil

In the previous section, when fitting the angular distribution, it was assumed that the

muon mass was small compared to that of the dimuon system. Whilst this assumption is

valid for q2 > 2GeV2/c4, it breaks down in the 0.1 < q2 < 2.0GeV2/c4 bin. In this bin,

the angular terms receive an additional q2 dependence, proportional to

1� 4m2

µ/q
2

1 + 2m2

µ/q
2

or
(1� 4m2

µ/q
2)1/2

1 + 2m2

µ/q
2

, (7.1)

depending on the angular term Ij [1].

As q2 tends to zero, these threshold terms become small and reduce the sensitivity

to the angular observables. Neglecting these terms leads to a bias in the measurement
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Figure 4. Fraction of longitudinal polarisation of the K⇤0, FL, dimuon system forward-backward
asymmetry, AFB and the angular observables S3 and A9 from the B0 ! K⇤0µ+µ� decay as a
function of the dimuon invariant mass squared, q2. The lowest q2 bin has been corrected for the
threshold behaviour described in section 7.2. The experimental data points overlay the SM predic-
tion described in the text. A rate average of the SM prediction across each q2 bin is indicated by
the dark (purple) rectangular regions. No theory prediction is included for A9, which is vanishingly
small in the SM.

expected to be suppressed by the size of the strong phases and be close to zero in every q2

bin. A
FB

has also been cross-checked by performing a counting experiment in bins of q2.

A consistent result is obtained in every bin.

7.2 Angular distribution at large recoil

In the previous section, when fitting the angular distribution, it was assumed that the

muon mass was small compared to that of the dimuon system. Whilst this assumption is

valid for q2 > 2GeV2/c4, it breaks down in the 0.1 < q2 < 2.0GeV2/c4 bin. In this bin,

the angular terms receive an additional q2 dependence, proportional to

1� 4m2

µ/q
2

1 + 2m2

µ/q
2

or
(1� 4m2

µ/q
2)1/2

1 + 2m2

µ/q
2

, (7.1)

depending on the angular term Ij [1].

As q2 tends to zero, these threshold terms become small and reduce the sensitivity

to the angular observables. Neglecting these terms leads to a bias in the measurement

– 13 –

J
H
E
P
0
8
(
2
0
1
3
)
1
3
1

]4c/2 [GeV2q
0 5 10 15 20

2 T
A

-1

-0.5

0

0.5

1

Theory Binned
LHCb

LHCb

]4c/2 [GeV2q
0 5 10 15 20

R
e

T
A

-1

-0.5

0

0.5

1

Theory Binned
LHCb

LHCb

Figure 5. Transverse asymmetries A2
T and ARe

T as a function of the dimuon invariant mass squared,
q2, in the B0! K⇤0µ+µ� decay. The lowest q2 bin has been corrected for the threshold behaviour
described in section 7.2. The experimental data points overlay the SM prediction that is described
in the text. A rate average of the SM prediction across each q2 bin is indicated by the dark (purple)
rectangular regions.

of the angular observables. Previous analyses by LHCb, BaBar, Belle and CDF have not

considered this e↵ect.

The fraction of longitudinal polarisation of the K⇤0 meson, F
L

, is the only observable

that is una↵ected by the additional terms; sensitivity to F
L

arises mainly through the shape

of the cos ✓K distribution and this shape remains the same whether the threshold terms

are included or not.

In order to estimate the size of the bias, it is assumed that A
9

and A2

T are constant over

the 0.1 < q2 < 2GeV2/c4 region and ARe

T

rises linearly (with the constraint that ARe

T

= 0

at q2 = 0). Even though F
L

is in itself unbiased, an assumption needs to be made about

the q2 dependence of F
L

when determining the bias introduced on the other observables.

An empirical model,

F
L

(q2) =
aq2

1 + aq2
, (7.2)

is used. This functional form displays the correct behaviour since it tends to zero as q2

tends to zero and rises slowly over the q2 bin, reflecting the dominance of the photon

penguin at low q2 and the transverse polarisation of the photon.

The coe�cient a = 0.67+0.54
�0.30 is estimated by assigning each (background subtracted)

signal candidate a value of F
L

according to eq. 7.2, averaging F
L

over the candidates in

the q2 bin and comparing this to the value that is obtained from the fit to the 0.1 < q2 <

2.0GeV2/c4 region (in table 2). Di↵erent values of the coe�cient a are tried until the two

estimates agree.

To remain model independent, the bias on the angular observables is similarly esti-

mated by summing over the observed candidates. A concrete example of how this is done

is given in appendix B for the observable A2

T

. The typical size of the correction is 10�20%.

The values of the angular observables, after correcting for the bias, are included in table 2.

A similar factor is also applied to the statistical uncertainty on the fit parameters to scale

them accordingly. No systematic uncertainty is assigned to this correction.
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New observables in B0 ! K ⇤0µ+µ� (arXiv:1308.1707)

The large theoretical uncertainties on these observables are, in part,
due to large contributions the hadronic form factors.

Combinations of FL and Si can have reduced form factor
uncertainties.

At large recoil (low q2), the combination P 0
i=4,5,6,8 =

Si=4,5,7,8p
FL(1�FL)

is

largely free of these uncertainties (arXiv:1303.5794).

These observables are sensitive to New Physics in the Wilson
coe�cients C7,C9 and C10:

C7

C9 = vector
component
C10 = axial-vector
component

S. Wright (University of Cambridge) b ! (s, d)(µ+µ�, �) at LHCb 25/11/2013 7 / 22
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New observables in B0 ! K ⇤0µ+µ� (arXiv:1308.1707)

The large theoretical uncertainties on these observables are, in part,
due to large contributions the hadronic form factors.

Combinations of FL and Si can have reduced form factor
uncertainties.

At large recoil (low q2), the combination P 0
i=4,5,6,8 =

Si=4,5,7,8p
FL(1�FL)

is

largely free of these uncertainties (arXiv:1303.5794).

These observables are sensitive to New Physics in the Wilson
coe�cients C7,C9 and C10:

C7

C9 = vector
component
C10 = axial-vector
component
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terms AðiÞ
S of the S wave with the K#0 transversity ampli-

tudes as defined in Ref. [27]. In Ref. [8], FS was measured
to be less than 0.07 at 68% confidence level. The maximum

value that the quantities AðiÞ
S can assume is a function of FS

and FL [12]. The S-wave contribution is neglected in the fit
to data, but its effect is evaluated and assigned as a system-
atic uncertainty using pseudoexperiments. A large number
of pseudoexperiments with FS ¼ 0:07 and with the inter-
ference terms set to their maximum allowed values are
generated. All other parameters, including the angular
observables, are set to their measured values in the data.
The pseudoexperiments are fitted ignoring S-wave and
interference contributions. The corresponding bias in the
measurement of the angular observables is assigned as a
systematic uncertainty.

The results of the angular fits to the data are presented in
Table I. The statistical uncertainties are determined using
the Feldman-Cousins method [28]. The systematic uncer-
tainty takes into account the limited knowledge of the
angular acceptance, uncertainties in the signal and back-
ground invariant mass models, the angular model for the
background, and the impact of a possible S-wave ampli-
tude. A more detailed discussion of the systematic uncer-
tainties can be found in Ref. [25]. Effects due to B0= !B0

production asymmetry have been considered and found
negligibly small. The comparison between the measure-
ments and the theoretical predictions from Ref. [10] are
shown in Fig. 1 for the observables P0

4 and P
0
5. The observ-

ables P0
6 and P

0
8 (as well as S7 and S8) are suppressed by the

small size of the strong phase difference between the decay
amplitudes, and therefore are expected to be close
to 0 across the whole q2 region.

In general, the measurements agree with SM expecta-
tions [12], apart from a sizeable discrepancy in the interval
4:30< q2 < 8:68 GeV2=c4 for the observable P0

5. The
p-value, calculated using pseudoexperiments, with respect
to the upper bound of the theoretical predictions given in
Ref. [12], for the observed deviation is 0.02%, correspond-
ing to 3.7 Gaussian standard deviations (!). If we consider
the 24 measurements as independent, the probability that at
least one varies from the expected value by 3:7! or more is
approximately 0.5%. A discrepancy of 2:5! is observed
integrating over the region 1:0< q2 < 6:0 GeV2=c4 (see
Table I), which is considered the most robust region for
theoretical predictions at large recoil. The discrepancy is
also observed in the observable S5. The value of S5 quan-
tifies the asymmetry between decays with a positive and
negative value of cos"K for j#j< $=2, averaged with the
opposite asymmetry of events with j#j> $=2 [2]. As a
cross check, this asymmetry was also determined from a
counting analysis. The result is consistent with the value
for S5 determined from the fit. It is worth noting that the
predictions for the first two q2 bins and for the region 1:0<
q2 < 6:0 GeV2=c4 are also calculated in Ref. [29], where
power corrections to the QCD factorization framework and

resonance contributions are considered. However, there is
not yet consensus in the literature about the best approach
to treat these power corrections. The technique used in
Ref. [25] leads to a larger theoretical uncertainty with
respect to Ref. [10].
In conclusion, we measure for the first time the angular

observables S4, S5, S7, S8, and the corresponding form-
factor-independent observables P0

4, P
0
5, P

0
6, and P0

8 in the
decay B0 ! K#0%þ%&. These measurements have been
performed in six q2 bins for each of the four observables.
Agreement with SM predictions [10] is observed for 23 of
the 24 measurements, while a local discrepancy of 3:7! is
observed in the interval 4:30< q2 < 8:68 GeV2=c4 for the
observable P0

5. Integrating over the region 1:0< q2 <
6:0 GeV2=c4, the observed discrepancy in P0

5 is 2:5!.
The observed discrepancy in the angular observable
P0
5 could be caused by a smaller value of the Wilson

coefficient C9 with respect to the SM, as has been sug-
gested to explain some other small inconsistencies between
the B0 ! K#0%þ%& data [6] and SM predictions [30].
Measurements with more data and further theoretical stud-
ies will be important to draw more definitive conclusions
about this discrepancy.
We express our gratitude to our colleagues in the

CERN accelerator departments for the excellent perform-
ance of the LHC. We thank the technical and adminis-
trative staff at the LHCb institutes. We acknowledge
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FIG. 1 (color online). Measured values of P0
4 and P0

5
(black points) compared with SM predictions from Ref. [10]
[gray (blue) bands]. The error bars indicate in each case the
68.3% confidence level.
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to be less than 0.07 at 68% confidence level. The maximum
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and FL [12]. The S-wave contribution is neglected in the fit
to data, but its effect is evaluated and assigned as a system-
atic uncertainty using pseudoexperiments. A large number
of pseudoexperiments with FS ¼ 0:07 and with the inter-
ference terms set to their maximum allowed values are
generated. All other parameters, including the angular
observables, are set to their measured values in the data.
The pseudoexperiments are fitted ignoring S-wave and
interference contributions. The corresponding bias in the
measurement of the angular observables is assigned as a
systematic uncertainty.

The results of the angular fits to the data are presented in
Table I. The statistical uncertainties are determined using
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ground invariant mass models, the angular model for the
background, and the impact of a possible S-wave ampli-
tude. A more detailed discussion of the systematic uncer-
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to the upper bound of the theoretical predictions given in
Ref. [12], for the observed deviation is 0.02%, correspond-
ing to 3.7 Gaussian standard deviations (!). If we consider
the 24 measurements as independent, the probability that at
least one varies from the expected value by 3:7! or more is
approximately 0.5%. A discrepancy of 2:5! is observed
integrating over the region 1:0< q2 < 6:0 GeV2=c4 (see
Table I), which is considered the most robust region for
theoretical predictions at large recoil. The discrepancy is
also observed in the observable S5. The value of S5 quan-
tifies the asymmetry between decays with a positive and
negative value of cos"K for j#j< $=2, averaged with the
opposite asymmetry of events with j#j> $=2 [2]. As a
cross check, this asymmetry was also determined from a
counting analysis. The result is consistent with the value
for S5 determined from the fit. It is worth noting that the
predictions for the first two q2 bins and for the region 1:0<
q2 < 6:0 GeV2=c4 are also calculated in Ref. [29], where
power corrections to the QCD factorization framework and

resonance contributions are considered. However, there is
not yet consensus in the literature about the best approach
to treat these power corrections. The technique used in
Ref. [25] leads to a larger theoretical uncertainty with
respect to Ref. [10].
In conclusion, we measure for the first time the angular

observables S4, S5, S7, S8, and the corresponding form-
factor-independent observables P0

4, P
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5, P
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6, and P0

8 in the
decay B0 ! K#0%þ%&. These measurements have been
performed in six q2 bins for each of the four observables.
Agreement with SM predictions [10] is observed for 23 of
the 24 measurements, while a local discrepancy of 3:7! is
observed in the interval 4:30< q2 < 8:68 GeV2=c4 for the
observable P0

5. Integrating over the region 1:0< q2 <
6:0 GeV2=c4, the observed discrepancy in P0

5 is 2:5!.
The observed discrepancy in the angular observable
P0
5 could be caused by a smaller value of the Wilson

coefficient C9 with respect to the SM, as has been sug-
gested to explain some other small inconsistencies between
the B0 ! K#0%þ%& data [6] and SM predictions [30].
Measurements with more data and further theoretical stud-
ies will be important to draw more definitive conclusions
about this discrepancy.
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(black points) compared with SM predictions from Ref. [10]
[gray (blue) bands]. The error bars indicate in each case the
68.3% confidence level.
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Figure 1: Invariant mass of selected B+ ! K+µ+µ� candidates with 0.05 < q2 <
22.00GeV2/c4. Candidates with a dimuon invariant mass consistent with that of the
J/ or  (2S) are excluded. The peaking background contribution from the decays
B+! K+⇡+⇡� and B+! ⇡+µ+µ� is indicated in the figure.
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Figure 2: Di↵erential branching fraction of B+! K+µ+µ� as a function of the dimuon
invariant mass squared, q2. The SM theory prediction (see text) is given as the continuous
cyan (light) band and the rate-average of this prediction across the q2 bin is indicated by
the purple (dark) region. No SM prediction is included for the regions close to the narrow
cc resonances.
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Figure 1: Invariant mass of selected B+ ! K+µ+µ� candidates with 0.05 < q2 <
22.00GeV2/c4. Candidates with a dimuon invariant mass consistent with that of the
J/ or  (2S) are excluded. The peaking background contribution from the decays
B+! K+⇡+⇡� and B+! ⇡+µ+µ� is indicated in the figure.
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Figure 2: Di↵erential branching fraction of B+! K+µ+µ� as a function of the dimuon
invariant mass squared, q2. The SM theory prediction (see text) is given as the continuous
cyan (light) band and the rate-average of this prediction across the q2 bin is indicated by
the purple (dark) region. No SM prediction is included for the regions close to the narrow
cc resonances.
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Figure 3: Dimuon forward-backward asymmetry, AFB, and the parameter FH for B+!
K+µ+µ� as a function of the dimuon invariant mass squared, q2. The SM theory prediction
(see text) for FH is given as the continuous cyan (light) band and the rate-average of this
prediction across the q2 bin is indicated by the purple (dark) region. No SM prediction is
included for the regions close to the narrow cc resonances.

Equation (1) is used to describe the signal angular distribution. The background
angular and mass shapes are treated as independent in the fit. The angular distribution
of the background is parameterised by a second-order Chebychev polynomial, which is
observed to describe well the background away from the signal mass window (5230 <
m

K

+
µ

+
µ

� < 5330MeV/c2).
The resulting values of AFB and FH in the bins of q2 are indicated in Fig. 3 and in

Table 1. The measured values of AFB are consistent with the SM expectation of zero
asymmetry. The 68% confidence intervals on AFB and FH are estimated using pseudo-
experiments and the Feldman-Cousins technique [34]. This avoids potential biases in
the estimate of the parameter uncertainties that come from using event weights in the
likelihood fit or from the boundary condition (|AFB|  FH/2). When estimating the
uncertainty on AFB (FH), FH (AFB) is treated as a nuisance parameter (along with the
background parameters in the fit). The maximum-likelihood estimate of the nuisance
parameters is used when generating the pseudo-experiments. The resulting confidence
intervals ignore correlations between AFB and FH and are not simultaneously valid at the
68% confidence level.

6 Systematic uncertainties

For the di↵erential branching fraction measurement, the largest source of systematic
uncertainty comes from an uncertainty of ⇠ 4% on the B+! K+J/ and J/ ! µ+µ�

branching fractions [26]. The systematic uncertainties are largely correlated between the q2

6
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Figure 2: Measured value of A
CP

in B+ ! K+µ+µ� decays in bins of the µ+µ� invariant mass
squared (q2). The points are displayed at the mean value of q2 in each bin. The uncertainties
on each A

CP

value are the statistical and systematic uncertainties added in quadrature. The
excluded charmonium regions are represented by the vertical red lines, the dashed line is the
weighted average, and the grey band indicates the 1� uncertainty on the weighted average.
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ACP in B+ ! K+µ+µ� (PRL 111 (2013) 151801)
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impact parameter larger than 100 !m with respect to all of
the primary pp interaction vertices (PVs) in the event.
Finally, a multivariate algorithm [13] is used for the iden-
tification of secondary vertices consistent with the decay of
a b hadron with muons in the final state.

The selection of the Kþ!þ!" final state is made in two
steps. Candidates are required to pass an initial selection,
which reduces the data sample to a manageable level,
followed by a multivariate selection. The dominant back-
ground is of a combinatorial nature, where two correctly
identified muons from different heavy flavor hadron decays
are combined with a kaon from either of those decays. This
category of background has no peaking structure in either
the dimuon mass or the Kþ!þ!" mass. The signal region
is defined as 5240<mKþ!þ!" < 5320 MeV=c2 and the

sideband region as 5350 < mKþ!þ!" < 5500 MeV=c2.
The sideband below the Bþ mass is not used as it contains
backgrounds from partially reconstructed decays, which do
not contaminate the signal region.

The initial selection requires "2
IP > 9 for all final state

particles, where "2
IP is defined as the minimum change in "2

when the particle is included in a vertex fit to any of the PVs
in the event, that the muons are positively identified in the
muon system, and that the dimuon vertex has a vertex fit
"2 < 9. In addition, based on the lowest"2

IP of theB
þ candi-

date, an associated PV is chosen. For this PV it is required
that the Bþ candidate has "2

IP < 16, the vertex fit "2 must
increase by more than 121 when including the Bþ candidate
daughters, and the angle between the Bþ candidate momen-
tum and the direction from the PV to the decay vertex should
be below 14 mrad. Finally, the Bþ candidate is required to
have a vertex fit "2 < 24 (with 3 degrees of freedom).

The multivariate selection is based on a boosted decision
tree (BDT) [14] with the AdaBoost algorithm [15] to sepa-
rate signal from background. It is trained with a signal
sample from simulation and a background sample consist-
ing of 10% of the data from the sideband region. The multi-
variate selection uses geometric and kinematic variables,
where the most discriminating variables are the "2

IP of the
final state particles and the vertex quality of the Bþ candi-
date. The selection with the BDT has an efficiency of 90%
on signal surviving the initial selection while retaining 6%
of the background. The overall efficiency for the reconstruc-
tion, trigger and selection, normalized to the total number of
Bþ ! Kþ!þ!" decays produced at the LHCb interaction
point, is 2%. As the branching fraction measurements are
normalized to the Bþ ! J=cKþ decay, only relative
efficiencies are used. The yields in the Kþ!þ!" final state
from Bþ ! J=cKþ and Bþ ! c ð2SÞKþ decays are
9:6% 105 and 8% 104 events, respectively.

In addition to the combinatorial background, there are
several small sources of potential background that form a
peak in either or both of the mKþ!þ!" and m!þ!" distri-

butions. The largest of these backgrounds are the decays
Bþ ! J=cKþ and Bþ ! c ð2SÞKþ, where the kaon and

one of the muons have been interchanged. The decays
Bþ ! Kþ#"#þ and Bþ ! !D0#þ followed by !D0 !
Kþ#", with the two pions identified as muons are also
considered. To reduce these backgrounds to a negligible
level, tight particle identification criteria and vetoes on
!"Kþ combinations compatible with J=c , c ð2SÞ, or D0

meson decays are applied. These vetoes are 99% efficient
on signal.
A kinematic fit [16] is performed for all selected candi-

dates. In the fit the Kþ!þ!" mass is constrained to the
nominal Bþ mass and the candidate is required to originate
from its associated PV. For Bþ ! c ð2SÞKþ decays, this
improves the resolution in m!þ!" from 15 to 5 MeV=c2.
Given the widths of the resonances that are subsequently
analyzed, resolution effects are neglected. While the c ð2SÞ
state is narrow, the large branching fraction means that
its non-Gaussian tail is significant and hard to model. The
c ð2SÞ contamination is reduced to a negligible level by
requiring m!þ!" > 3770 MeV=c2. This dimuon mass
range is defined as the low recoil region used in this analysis.
In order to estimate the amount of background present in

the m!þ!" spectrum, an unbinned extended maximum
likelihood fit is performed to the Kþ!þ!" mass distribu-
tion without the Bþ mass constraint. The signal shape is
taken from a mass fit to the Bþ ! c ð2SÞKþ mode in data
with the shape parameterized as the sum of two Crystal
Ball functions [17], with common tail parameters, but
different widths. The Gaussian width of the two compo-
nents is increased by 5% for the fit to the low recoil region
as determined from simulation. The low recoil region
contains 1830 candidates in the signal mass window,
with a signal to background ratio of 7.8.
The dimuon mass distribution in the low recoil region is

shown in Fig. 1. Two peaks are visible, one at the low edge
corresponding to the expected decay c ð3770Þ ! !þ!"

and a wide peak at a higher mass. In all fits, a vector
resonance component corresponding to this decay is
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FIG. 1 (color online). Dimuon mass distribution of data with
fit results overlaid for the fit that includes contributions from the
nonresonant vector and axial vector components, and the
c ð3770Þ, c ð4040Þ, and c ð4160Þ resonances. Interference terms
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Table 1: Parameters of the dominant resonance for
fits where the mass and width are unconstrained
and constrained to those of the  (4160) meson [4],
respectively. The branching fractions are for the
B+ decay followed by the decay of the resonance
to muons.

Unconstrained  (4160)

B[⇥10�9] 3.9 +0.7
�0.6 3.5 +0.9

�0.8

Mass [MeV/c2] 4191 +9
�8 4190± 5

Width [MeV/c2] 65 +22
�16 66± 12

Phase [rad] �1.7± 0.3 �1.8± 0.3

the unconstrained fit. The fit overlaid on the
data is shown in Fig. 1 and Table 1 reports the
fit parameters.
The resulting profile likelihood ratio com-

pared to the best fit as a function of branch-
ing fraction can be seen in Fig. 2. In the fit
with the three  resonances, the  (4160) me-
son is visible with B(B+ !  (4160)K+) ⇥
B( (4160) ! µ+µ�) = (3.5+0.9

�0.8) ⇥ 10�9 but
for the  (4040) meson, no significant signal
is seen, and an upper limit is set. The limit
B(B+!  (4040)K+)⇥B( (4040)! µ+µ�) <
1.3 (1.5) ⇥ 10�9 at 90 (95)% confidence level
is obtained by integrating the likelihood ratio
compared to the best fit and assuming a flat
prior for any positive branching fraction.
In Fig. 3 the likelihood scan of the fit with a

single extra resonance is shown as a function of
the mass and width of the resonance. The fit is
compatible with the  (4160) resonance, while
a hypothesis where the resonance corresponds
to the decay Y (4260)! µ+µ� is disfavoured
by more than four standard deviations.
Systematic uncertainties associated with the

normalisation procedure are negligible as the
decay B+! J/ K+ has the same final state as
the signal and similar kinematics. Uncertain-
ties due to the resolution and mass scale are in-
significant. The systematic uncertainty associ-

ated to the form factor parameterisation in the
fit model is taken from Ref. [20]. Finally, the
uncertainty on the vector fraction of the non-
resonant amplitude is obtained using the EOS
tool described in Ref. [20] and is dominated by
the uncertainty from short distance contribu-
tions. All systematic uncertainties are included
in the fit as Gaussian constraints. From com-
paring the di↵erence in the uncertainties on
masses, widths and branching fractions for fits
with and without these systematic constraints,
it can be seen that the systematic uncertain-
ties are about 20% the size of the statistical
uncertainties and thus contribute less than 2%
to the total uncertainty.
In summary, a resonance has been observed

in the dimuon spectrum of B+! K+µ+µ� de-
cays with a significance of above six standard
deviations. The resonance can be explained by
the contribution of the  (4160), via the decays
B+ !  (4160)K+ and  (4160)! µ+µ�. It
constitutes first observations of both decays.
The  (4160) is known to decay to electrons
with a branching fraction of (6.9±4.0)⇥10�6 [4].
Assuming lepton universality, the branching
fraction of the decay B+ !  (4160)K+ is

]-9Branching fraction [10
2 4 6

be
st

L/
L

0

0.5

1

1.5
LHCb(4160)ψ

(4040)ψ

Figure 2: Profile likelihood ratios for the product
of branching fractions B(B+ !  K+) ⇥ B( !
µ+µ�) of the  (4040) and the  (4160) mesons. At
each point all other fit parameters are reoptimised.
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1 Introduction1

The flavour-changing neutral current decays B! K(⇤)µ+µ� are forbidden at tree level in2

the Standard Model (SM). Such transitions must proceed via loop or box diagrams and3

are powerful probes of physics beyond the SM. Predictions for the branching fractions4

of these decays su↵er from relatively large uncertainties due to form factor estimates.5

Theoretically clean observables can be constructed from ratios or asymmetries where the6

leading form factor uncertainties cancel. The CP averaged isospin asymmetry (A
I

) is such7

an observable. It is defined as8

A
I

=
�(B0! K(⇤)0µ+µ�)� �(B+! K(⇤)+µ+µ�)

�(B0! K(⇤)0µ+µ�) + �(B+! K(⇤)+µ+µ�)

=
B(B0! K(⇤)0µ+µ�)� ⌧0

⌧+
B(B+! K(⇤)+µ+µ�)

B(B0! K(⇤)0µ+µ�) + ⌧0
⌧+
B(B+! K(⇤)+µ+µ�)

,

(1)

where �(B ! f) and B(B ! f) are the partial width and branching fraction of the B ! f9

decay and ⌧
0

/⌧
+

is the ratio of the lifetimes of the B0 and B+ mesons.1 For B! K⇤µ+µ�,10

the SM prediction for A
I

is around �1% in the di-muon mass squared (q2) region below11

the J/ resonance, apart from the very low q2 region where it rises to O(10%) as q212

approaches zero [1]. There is no precise prediction for A
I

in the B! Kµ+µ� case, but it13

is also expected to be close to zero. The small isospin asymmetry predicted in the SM is14

due to initial state radiation of the spectator quark, which is di↵erent between the neutral15

and charged decays. Previously, A
I

has been measured to be significantly below zero in16

the q2 region below the J/ resonance [2, 3]. In particular, the combined B! Kµ+µ� and17

B! K⇤µ+µ� isospin asymmetries measured by the BaBar experiment were 3.9 � below18

zero. For B! K⇤µ+µ�, A
I

is expected to be consistent with the B ! K⇤0� measurement19

of 5± 3% [4] as q2 approaches zero. No such constraint is present for B! Kµ+µ�.20

The isospin asymmetries are determined by measuring the di↵erential branch-21

ing fractions of B+! K+µ+µ�, B0! K0

Sµ
+µ�, B0! (K⇤0 ! K+⇡�)µ+µ� and22

B+! (K⇤+ ! K0

S⇡
+)µ+µ�; the decays involving a K0

L or ⇡0 are not considered.23

The K0

S meson is reconstructed via the K0

S ! ⇡+⇡� decay mode. The signal se-24

lections (Section 3) are optimised to provide the lowest overall uncertainty on the25

isospin asymmetries; this leads to a very tight selection for the B+! K+µ+µ� and26

B0! (K⇤0 ! K+⇡�)µ+µ� channels where signal yield is sacrificed to achieve overall uni-27

formity with the B0! K0

Sµ
+µ� and B+! (K⇤+ ! K0

S⇡
+)µ+µ� channels, respectively.28

In order to convert a signal yield into a branching fraction, the four signal channels are29

normalised to the corresponding B! J/ K(⇤) channels (Section 5). The relative normal-30

isation in each q2 bin is performed by calculating the relative e�ciency between the signal31

and normalisation channels using simulated events. The normalisation of B0! K0µ+µ�
32

assumes that B(B0 ! K0µ+µ�) = 2B(B0 ! K0

Sµ
+µ�). Finally, A

I

is determined by si-33

multaneously fitting the K(⇤)µ+µ� mass distributions for all signal channels. Confidence34

1Charge conjugation is implied throughout this paper.
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Figure 2: Mass distributions and fits of the signal channels integrated over the full q2

region. For the K0

S channels, the plots are shown separately for the L and D K0

S re-
construction categories, (a,b) and (c,d) respectively. The signal component is shown by
the dashed line, the partially reconstructed component in 2(a) and 2(c) is shown by the
dotted line while the solid line shows the entire fit model.

in seven q2 bins and over the full range as shown in Table 1. The results of the fits inte-160

grated over the full q2 range are shown in Fig. 2. After selection, the mass ofK0

S candidates161

is constrained to the nominal K0

S mass. The signal component is described by the sum162

6

B0 ! K0µ+µ� ! Ksµ
+µ�

B+ ! K+µ+µ�

B0 ! K⇤0µ+µ� ! K+⇡�µ+µ�

B+ ! K⇤+µ+µ� ! K0
s⇡

+µ+µ�

http://arxiv.org/abs/1205.3422
http://arxiv.org/abs/1205.3422
http://arxiv.org/ct?url=http%3A%2F%2Fdx.doi.org%2F10%252E1007%2FJHEP07%25282012%2529133&v=ef9f6b59
http://arxiv.org/ct?url=http%3A%2F%2Fdx.doi.org%2F10%252E1007%2FJHEP07%25282012%2529133&v=ef9f6b59


48

1 Introduction1

The flavour-changing neutral current decays B! K(⇤)µ+µ� are forbidden at tree level in2

the Standard Model (SM). Such transitions must proceed via loop or box diagrams and3

are powerful probes of physics beyond the SM. Predictions for the branching fractions4

of these decays su↵er from relatively large uncertainties due to form factor estimates.5

Theoretically clean observables can be constructed from ratios or asymmetries where the6

leading form factor uncertainties cancel. The CP averaged isospin asymmetry (A
I

) is such7

an observable. It is defined as8

A
I

=
�(B0! K(⇤)0µ+µ�)� �(B+! K(⇤)+µ+µ�)

�(B0! K(⇤)0µ+µ�) + �(B+! K(⇤)+µ+µ�)

=
B(B0! K(⇤)0µ+µ�)� ⌧0

⌧+
B(B+! K(⇤)+µ+µ�)

B(B0! K(⇤)0µ+µ�) + ⌧0
⌧+
B(B+! K(⇤)+µ+µ�)

,

(1)

where �(B ! f) and B(B ! f) are the partial width and branching fraction of the B ! f9

decay and ⌧
0

/⌧
+

is the ratio of the lifetimes of the B0 and B+ mesons.1 For B! K⇤µ+µ�,10

the SM prediction for A
I

is around �1% in the di-muon mass squared (q2) region below11

the J/ resonance, apart from the very low q2 region where it rises to O(10%) as q212

approaches zero [1]. There is no precise prediction for A
I

in the B! Kµ+µ� case, but it13

is also expected to be close to zero. The small isospin asymmetry predicted in the SM is14

due to initial state radiation of the spectator quark, which is di↵erent between the neutral15

and charged decays. Previously, A
I

has been measured to be significantly below zero in16

the q2 region below the J/ resonance [2, 3]. In particular, the combined B! Kµ+µ� and17

B! K⇤µ+µ� isospin asymmetries measured by the BaBar experiment were 3.9 � below18

zero. For B! K⇤µ+µ�, A
I

is expected to be consistent with the B ! K⇤0� measurement19

of 5± 3% [4] as q2 approaches zero. No such constraint is present for B! Kµ+µ�.20

The isospin asymmetries are determined by measuring the di↵erential branch-21

ing fractions of B+! K+µ+µ�, B0! K0

Sµ
+µ�, B0! (K⇤0 ! K+⇡�)µ+µ� and22

B+! (K⇤+ ! K0

S⇡
+)µ+µ�; the decays involving a K0

L or ⇡0 are not considered.23

The K0

S meson is reconstructed via the K0

S ! ⇡+⇡� decay mode. The signal se-24

lections (Section 3) are optimised to provide the lowest overall uncertainty on the25

isospin asymmetries; this leads to a very tight selection for the B+! K+µ+µ� and26

B0! (K⇤0 ! K+⇡�)µ+µ� channels where signal yield is sacrificed to achieve overall uni-27

formity with the B0! K0

Sµ
+µ� and B+! (K⇤+ ! K0

S⇡
+)µ+µ� channels, respectively.28

In order to convert a signal yield into a branching fraction, the four signal channels are29

normalised to the corresponding B! J/ K(⇤) channels (Section 5). The relative normal-30

isation in each q2 bin is performed by calculating the relative e�ciency between the signal31

and normalisation channels using simulated events. The normalisation of B0! K0µ+µ�
32

assumes that B(B0 ! K0µ+µ�) = 2B(B0 ! K0

Sµ
+µ�). Finally, A

I

is determined by si-33

multaneously fitting the K(⇤)µ+µ� mass distributions for all signal channels. Confidence34

1Charge conjugation is implied throughout this paper.
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Figure 4: Di↵erential branching fractions of (left) B0! K0µ+µ� and (right)
B+! K⇤+µ+µ�. The theoretical SM predictions are taken from Refs. [22, 23].

]4c/2 [GeV2q
0 5 10 15 20 25

IA

-1.5

-1

-0.5

0

0.5

1

LHCb-µ+µ K→B 

]4c/2 [GeV2q
0 5 10 15 20

IA

-0.5
-0.4
-0.3
-0.2
-0.1

0
0.1
0.2
0.3
0.4
0.5

Theory Data

LHCb-µ+µ K →B *

Figure 5: Isospin asymmetry of (left) B! Kµ+µ� and (right) B! K⇤µ+µ�. For
B! K⇤µ+µ� the theoretical SM prediction, which is very close to zero, is shown for
q2 below 8.68GeV/c2, from Ref. [24].

The isospin asymmetries as a function of q2 for B! Kµ+µ� and B! K⇤µ+µ� are301

shown in Fig. 5 and given in Tables 2 and 3. As for the branching fractions, the fit is done302

simultaneously for both the L and D categories where A
I

is a common parameter for the303

two cases. The confidence intervals are also determined by scanning the profile likelihood.304

The significance of the deviation from the null hypothesis is obtained by fixing A
I

to be305

zero and computing the di↵erence in the negative log-likelihood from the nominal fit.306

In summary, the isospin asymmetries of B ! K(⇤)µ+µ� decays and the branching307

fractions of B0! K0µ+µ� and B+! K⇤+µ+µ� are measured, using 1.0 fb�1 of data taken308

with the LHCb detector. The two q2 bins below 4.3GeV/c2 and the highest bin above309

16GeV/c2 have the most negative isospin asymmetry in the B! Kµ+µ� channel. These310

q2 regions are furthest from the charmonium regions and are therefore cleanly predicted311
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LHC upgrade and the all important trigger

Already running here

higher luminosity 
→ need to cut harder at L0 to keep rate at 1 MHz 

→ lower efficiency

● readout detector at 40 MHz
● implement trigger fully in software → efficiency gains
● run at L

inst
 up to 2 1033/cm2/s
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right sign: D⇤+ ! ⇡+D0 ! ⇡+
(K�⇡+

)D0

wrong sign: D⇤+ ! ⇡+D0 ! ⇡+
(K+⇡�

)D0

http://arxiv.org/abs/1211.1230
http://arxiv.org/abs/1211.1230
http://arxiv.org/ct?url=http%3A%2F%2Fdx.doi.org%2F10%252E1103%2FPhysRevLett%252E110%252E101802&v=985086ab
http://arxiv.org/ct?url=http%3A%2F%2Fdx.doi.org%2F10%252E1103%2FPhysRevLett%252E110%252E101802&v=985086ab
http://arxiv.org/abs/1309.6534
http://arxiv.org/abs/1309.6534


53

The decay time, ti, is the average value in each bin of the
RS sample. The fit parameters, !, include the three mixing
parameters (RD, y

0, x02) and five nuisance parameters used
to describe the decay time evolution of the secondary D
fraction (!B) and of the peaking background (!p). The
nuisance parameters are constrained to the measured val-
ues by the additional !2

B and !2
p terms, which account for

their uncertainties including correlations.
The analysis procedure is defined prior to fitting the data

for the mixing parameters. Measurements on pseudoex-
periments that mimic the experimental conditions of the
data, and where D0 ! "D0 oscillations are simulated, indi-
cate that the fit procedure is stable and free of any bias.

The fit to the decay-time evolution of the WS/RS ratio is
shown in Fig. 2 (solid line), with the values and uncertain-
ties of the parameters RD, y

0 and x02 listed in Table I. The
value of x02 is found to be negative but consistent with zero.
As the dominant systematic uncertainties are treated within
the fit procedure (all other systematic effects are negli-
gible), the quoted errors account for systematic as well as
statistical uncertainties. When the systematic biases are not
included in the fit, the estimated uncertainties on RD, y

0,
and x02 become, respectively 6%, 10%, and 11% smaller,

showing that the quoted uncertainties are dominated by
their statistical component. To evaluate the significance of
this mixing result, we determine the change in the fit !2

when the data are described under the assumption of the
no-mixing hypothesis (dashed line in Fig. 2). Under the
assumption that the !2 difference, !!2, follows a !2

distribution for two degrees of freedom, !!2 ¼ 88:6 cor-
responds to a p-value of 5:7# 10!20, which excludes the
no-mixing hypothesis at 9.1 standard deviations. This is
illustrated in Fig. 3 where the 1", 3", and 5" confidence
regions for x02 and y0 are shown.
As additional cross-checks, we perform the measure-

ment in statistically independent subsamples of the data,
selected according to different data-taking periods, and
find compatible results. We also use alternative decay-
time binning schemes, selection criteria or fit methods to
separate signal and background, and find no significant
variations in the estimated parameters. Finally, to assess
the impact of events where more than one candidate is
reconstructed, we repeat the time-dependent fit on data
after randomly removing the additional candidates and
selecting only one per event; the change in the measured
value of RD, y0, and x02 is 2%, 6%, and 7% of their
uncertainty, respectively.
In conclusion, we measure the decay time dependence of

the ratio between D0 ! Kþ#! and D0 ! K!#þ decays
using 1:0 fb!1 of data and exclude the no-mixing hypothe-
sis at 9.1 standard deviations. This is the first observation of
D0 ! "D0 oscillations in a single measurement. The mea-
sured values of the mixing parameters are compatible with
and have substantially better precision than those from
previous measurements [4,6,23].
We express our gratitude to our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC. We thank the technical and administrative staff at
the LHCb institutes. We acknowledge support from CERN
and from the national agencies: CAPES, CNPq, FAPERJ,

TABLE I. Results of the time-dependent fit to the data. The
uncertainties include statistical and systematic sources; ndf
indicates the number of degrees of freedom.

Fit type
Parameter

Fit result Correlation coefficient
(!2=ndf) (10!3) RD y0 x02

Mixing RD 3:52% 0:15 1 !0:954 þ0:882
(9:5=10) y0 7:2% 2:4 1 !0:973

x02 !0:09% 0:13 1
No mixing RD 4:25% 0:04
(98:1=12)
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The decay time, ti, is the average value in each bin of the
RS sample. The fit parameters, !, include the three mixing
parameters (RD, y

0, x02) and five nuisance parameters used
to describe the decay time evolution of the secondary D
fraction (!B) and of the peaking background (!p). The
nuisance parameters are constrained to the measured val-
ues by the additional !2

B and !2
p terms, which account for

their uncertainties including correlations.
The analysis procedure is defined prior to fitting the data

for the mixing parameters. Measurements on pseudoex-
periments that mimic the experimental conditions of the
data, and where D0 ! "D0 oscillations are simulated, indi-
cate that the fit procedure is stable and free of any bias.

The fit to the decay-time evolution of the WS/RS ratio is
shown in Fig. 2 (solid line), with the values and uncertain-
ties of the parameters RD, y

0 and x02 listed in Table I. The
value of x02 is found to be negative but consistent with zero.
As the dominant systematic uncertainties are treated within
the fit procedure (all other systematic effects are negli-
gible), the quoted errors account for systematic as well as
statistical uncertainties. When the systematic biases are not
included in the fit, the estimated uncertainties on RD, y

0,
and x02 become, respectively 6%, 10%, and 11% smaller,

showing that the quoted uncertainties are dominated by
their statistical component. To evaluate the significance of
this mixing result, we determine the change in the fit !2

when the data are described under the assumption of the
no-mixing hypothesis (dashed line in Fig. 2). Under the
assumption that the !2 difference, !!2, follows a !2

distribution for two degrees of freedom, !!2 ¼ 88:6 cor-
responds to a p-value of 5:7# 10!20, which excludes the
no-mixing hypothesis at 9.1 standard deviations. This is
illustrated in Fig. 3 where the 1", 3", and 5" confidence
regions for x02 and y0 are shown.
As additional cross-checks, we perform the measure-

ment in statistically independent subsamples of the data,
selected according to different data-taking periods, and
find compatible results. We also use alternative decay-
time binning schemes, selection criteria or fit methods to
separate signal and background, and find no significant
variations in the estimated parameters. Finally, to assess
the impact of events where more than one candidate is
reconstructed, we repeat the time-dependent fit on data
after randomly removing the additional candidates and
selecting only one per event; the change in the measured
value of RD, y0, and x02 is 2%, 6%, and 7% of their
uncertainty, respectively.
In conclusion, we measure the decay time dependence of

the ratio between D0 ! Kþ#! and D0 ! K!#þ decays
using 1:0 fb!1 of data and exclude the no-mixing hypothe-
sis at 9.1 standard deviations. This is the first observation of
D0 ! "D0 oscillations in a single measurement. The mea-
sured values of the mixing parameters are compatible with
and have substantially better precision than those from
previous measurements [4,6,23].
We express our gratitude to our colleagues in the CERN

accelerator departments for the excellent performance of
the LHC. We thank the technical and administrative staff at
the LHCb institutes. We acknowledge support from CERN
and from the national agencies: CAPES, CNPq, FAPERJ,

TABLE I. Results of the time-dependent fit to the data. The
uncertainties include statistical and systematic sources; ndf
indicates the number of degrees of freedom.

Fit type
Parameter

Fit result Correlation coefficient
(!2=ndf) (10!3) RD y0 x02

Mixing RD 3:52% 0:15 1 !0:954 þ0:882
(9:5=10) y0 7:2% 2:4 1 !0:973

x02 !0:09% 0:13 1
No mixing RD 4:25% 0:04
(98:1=12)
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FIG. 3. Estimated confidence-level (C.L.) regions in the
(x02, y0) plane for 1! C:L: ¼ 0:317 (1"), 2:7# 10!3 (3"),
and 5:73# 10!7 (5"). Systematic uncertainties are included.
The cross indicates the no-mixing point.
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FIG. 2 (color online). Decay-time evolution of the ratio, R, of
WS D0 ! Kþ#! to RS D0 ! K!#þ yields (points) with the
projection of the mixing allowed (solid line) and no-mixing
(dashed line) fits overlaid.
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The decay time, ti, is the average value in each bin of the
RS sample. The fit parameters, !, include the three mixing
parameters (RD, y

0, x02) and five nuisance parameters used
to describe the decay time evolution of the secondary D
fraction (!B) and of the peaking background (!p). The
nuisance parameters are constrained to the measured val-
ues by the additional !2

B and !2
p terms, which account for

their uncertainties including correlations.
The analysis procedure is defined prior to fitting the data

for the mixing parameters. Measurements on pseudoex-
periments that mimic the experimental conditions of the
data, and where D0 ! "D0 oscillations are simulated, indi-
cate that the fit procedure is stable and free of any bias.

The fit to the decay-time evolution of the WS/RS ratio is
shown in Fig. 2 (solid line), with the values and uncertain-
ties of the parameters RD, y

0 and x02 listed in Table I. The
value of x02 is found to be negative but consistent with zero.
As the dominant systematic uncertainties are treated within
the fit procedure (all other systematic effects are negli-
gible), the quoted errors account for systematic as well as
statistical uncertainties. When the systematic biases are not
included in the fit, the estimated uncertainties on RD, y

0,
and x02 become, respectively 6%, 10%, and 11% smaller,

showing that the quoted uncertainties are dominated by
their statistical component. To evaluate the significance of
this mixing result, we determine the change in the fit !2

when the data are described under the assumption of the
no-mixing hypothesis (dashed line in Fig. 2). Under the
assumption that the !2 difference, !!2, follows a !2

distribution for two degrees of freedom, !!2 ¼ 88:6 cor-
responds to a p-value of 5:7# 10!20, which excludes the
no-mixing hypothesis at 9.1 standard deviations. This is
illustrated in Fig. 3 where the 1", 3", and 5" confidence
regions for x02 and y0 are shown.
As additional cross-checks, we perform the measure-

ment in statistically independent subsamples of the data,
selected according to different data-taking periods, and
find compatible results. We also use alternative decay-
time binning schemes, selection criteria or fit methods to
separate signal and background, and find no significant
variations in the estimated parameters. Finally, to assess
the impact of events where more than one candidate is
reconstructed, we repeat the time-dependent fit on data
after randomly removing the additional candidates and
selecting only one per event; the change in the measured
value of RD, y0, and x02 is 2%, 6%, and 7% of their
uncertainty, respectively.
In conclusion, we measure the decay time dependence of

the ratio between D0 ! Kþ#! and D0 ! K!#þ decays
using 1:0 fb!1 of data and exclude the no-mixing hypothe-
sis at 9.1 standard deviations. This is the first observation of
D0 ! "D0 oscillations in a single measurement. The mea-
sured values of the mixing parameters are compatible with
and have substantially better precision than those from
previous measurements [4,6,23].
We express our gratitude to our colleagues in the CERN

accelerator departments for the excellent performance of
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TABLE I. Results of the time-dependent fit to the data. The
uncertainties include statistical and systematic sources; ndf
indicates the number of degrees of freedom.

Fit type
Parameter

Fit result Correlation coefficient
(!2=ndf) (10!3) RD y0 x02

Mixing RD 3:52% 0:15 1 !0:954 þ0:882
(9:5=10) y0 7:2% 2:4 1 !0:973

x02 !0:09% 0:13 1
No mixing RD 4:25% 0:04
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FIG. 3. Estimated confidence-level (C.L.) regions in the
(x02, y0) plane for 1! C:L: ¼ 0:317 (1"), 2:7# 10!3 (3"),
and 5:73# 10!7 (5"). Systematic uncertainties are included.
The cross indicates the no-mixing point.
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FIG. 2 (color online). Decay-time evolution of the ratio, R, of
WS D0 ! Kþ#! to RS D0 ! K!#þ yields (points) with the
projection of the mixing allowed (solid line) and no-mixing
(dashed line) fits overlaid.
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are determined to be x

02 = (5.5 ± 4.9) ⇥ 10�5, y0 = (4.8 ± 1.0) ⇥ 10�3, and
�

AD ⌘ (R+
D �R�

D)/(R+
D �R�

D) = (�0.7± 1.9)%

|q/p| = 1.00± 0.25
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matrix for the time fit. Compatible results are obtained with the cFit. Figure 7 includes
the fit projections for the untagged and flavour-tagged D�

s K+ and D+
s K� final state

samples.
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CP -violation observables in
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s ! D⌥
s K±
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Abstract

We report the first measurement of the time-dependent CP -violation observables in

B0
s! D⌥

s K± decays. We use a dataset corresponding to 1.0 fb�1 of pp collisions
recorded with the LHCb detector at

p
s = 7 TeV in 2011. We find the CP -violating

observables to be C = 1.01 ± 0.50 ± 0.23, Sf = �1.25 ± 0.56 ± 0.24, Sf̄ = 0.08 ±
0.68 ± 0.28, Df = �1.33 ± 0.60 ± 0.26, Df̄ = �0.81 ± 0.56 ± 0.26, where the first
uncertainties are statistical and the second uncertainties are systematic.

†Conference report prepared for the 7th International Workshop on the CKM Unitarity Triangle,
Cincinnati, Ohio, USA, September 28 - October 2, 2012. Contact authors: Agnieszka Dziurda (ag-
nieszka.dziurda@cern.ch) and Eduardo Rodrigues (eduardo.rodrigues@cern.ch).

Similar equations can be written for the CP -conjugate decays replacing Af by
Āf̄ = hf̄ |T |B̄0

s i, �f by �̄f̄ = (p/q)(Af̄/Āf̄), |p/q|2 by |q/p|2, Cf by Cf̄ , Sf by Sf̄ , Df

by Df̄ .
The CP asymmetry observables Cf , Sf , Df , Cf̄ , Sf̄ and Df̄ are given by

Cf = Cf̄ =
1� |�f |2
1 + |�f |2 , Sf =

2Im(�f )

1 + |�f |2 , Df =
2Re(�f )

1 + |�f |2 ,

Sf̄ =
2Im(�̄f̄ )

1 + |�̄f̄ |2
, Df̄ =

2Re(�̄f̄ )

1 + |�̄f̄ |2
. (4)

The equality Cf = Cf̄ results from |q/p| = 1 and |�f | = |�̄f̄ |.
For B0

s ! D⌥
s K± decays the CP asymmetry observables are related to the physics

parameters rDsK ⌘ |�f (DsK)|, �, and � � 2�s by the following equations:

C =
1� r2

DsK

1 + r2
DsK

,

Df =
2rDsK cos(�� (� � 2�s))

1 + r2
DsK

, Df̄ =
2rDsK cos(� + (� � 2�s))

1 + r2
DsK

,

Sf =
2rDsK sin(�� (� � 2�s))

1 + r2
DsK

, Sf̄ =
2rDsK sin(� + (� � 2�s))

1 + r2
DsK

. (5)

Here, rDsK = |A(B0
s ! D�

s K+)/A(B0
s ! D�

s K+)| is the ratio of the magnitudes of
the decay amplitudes of the contributing diagrams and � is the strong phase di↵erence

between the contributing diagrams. The B0
s mixing phase �s is predicted to be small in

the Standard Model [11].

2 Event selection

The analysis uses an integrated luminosity
R Ldt = 1.0 fb�1 of pp collision data at a

centre-of-mass energy of
p

s = 7 TeV recorded with the LHCb detector in 2011. The
LHCb detector [12] is a single-arm forward spectrometer covering the pseudorapidity range
2 < ⌘ < 5, designed for studying particles containing b or c quarks. In what follows
“transverse” means transverse to the beamline. The detector includes a high-precision
tracking system consisting of a silicon-strip vertex detector surrounding the pp interaction
region, a large-area silicon-strip detector located upstream of a dipole magnet with a
bending power of about 4 Tm, and three stations of silicon-strip detectors and straw drift

tubes placed downstream. Data is taken with both magnet polarities denoted up and down.
The combined tracking system has a momentum resolution �p/p that varies from 0.4% at

5 GeV/c to 0.6% at 100 GeV/c, and a decay time resolution of 50 fs. The resolution of the

impact parameter, i.e. the distance of closest approach between the track and a primary

interaction vertex, is about 20 µm for tracks with high transverse momentum. Charged

hadrons are identified using two ring-imaging Cherenkov detectors. Photon, electron and

2

1 Introduction

Besides the established time-integrated methods using B� ! D(⇤)K(⇤)� and B0 !
D(⇤)K⇤0 decays, measurements of the angle � in the Cabibbo-Kobayashi-Maskawa (CKM)
matrix [1, 2] using time-dependent analyses of neutral B0 and B0

s tree-level decays [3–
5] are also possible. These methods rely on the interference of b ! u and b ! c
amplitudes achieved through B0

or B0
s mixing. The measurements provide sensitivity to

a combination of � and the mixing phase, namely � + 2� (� = arg(�VcdV ⇤
cb/VtdV ⇤

tb)) and
� � 2�s (�s = arg(�VtsV ⇤

tb/VcsV ⇤
cb)) in the B0 and B0

s systems, respectively. Pioneering
time-dependent measurements using the B0 ! D(⇤)⌥⇡± decays were performed by both

the BaBar [6, 7] and the Belle [8, 9] collaborations. In these decays, the amplitude ratios

rD(⇤)⇡ = |A(B0 ! D(⇤)�⇡+)/A(B0 ! D(⇤)+⇡�)| are expected to be small, rD(⇤)⇡ ⇡ 0.02,
limiting the sensitivity. In the tree-level decays B0

s! D⌥
s K±, however, both B0

s ! D�
s K+

(b ! csū) and B0
s ! D+

s K� (b ! uc̄s) amplitudes are of the same order in the Wolfenstein
parameter �, O(�3), so that interference e↵ects are expected to be large, rDsK ⇡ 0.3.
Moreover, the decay width di↵erence in the B0

s system, ��s, is non-zero [10,11], which
allows an unambiguous extraction of � � 2�s through the interplay of the oscillating and
hyperbolic terms in the decay time evolution.

This report documents the first measurement of the time-dependent CP -violation
observables in B0

s! D⌥
s K± decays with untagged and flavour-tagged candidates.1

1.1 Decay rate equations and CP -violation observables

The time-dependent decay rates of the initially produced flavour eigenstates |B0
s (t = 0)i

and |B̄0
s (t = 0)i are given by

d�B0
s!f (t)

dt
= 1

2
|Af |2(1 + |�f |2)e��st


cosh

✓
��st

2

◆
�Df sinh

✓
��st

2

◆

+ Cf cos (�mst)� Sf sin (�mst)

�
, (1)

d�B̄0
s!f (t)

dt
= 1

2
|Af |2

���p
q

���
2

(1 + |�f |2)e��st


cosh

✓
��st

2

◆
�Df sinh

✓
��st

2

◆

� Cf cos (�mst) + Sf sin (�mst)

�
, (2)

where Af is the decay amplitude of a |B0
s i to decay to a final state |fi and

�f = (q/p)(Āf/Af ). The complex coe�cients p and q relate the B0
s meson mass eigenstates,

|BH,Li, to the flavour eigenstates, |B0
s i and |B̄0

s i:
|BLi = p|B0

s i+ q|B̄0
s i

|BHi = p|B0
s i � q|B̄0

s i , |p|2 + |q|2 = 1 . (3)

1Inclusion of charge conjugate modes is implied throughout.

1

the decay-time resolution systematic.

8 Conclusion

We report the first measurement of the time-dependent CP -violation observables in
B0

s! D⌥
s K± decays. Using a dataset corresponding to 1.0 fb�1 recorded in pp collisions

at
p

s = 7 TeV in 2011 we find the CP -violation observables to be

C = 1.01± 0.50± 0.23 ,

Sf = �1.25± 0.56± 0.24 ,

Sf̄ = 0.08± 0.68± 0.28 ,

Df = �1.33± 0.60± 0.26 ,

Df̄ = �0.81± 0.56± 0.26 ,

where the first uncertainties are statistical and the second uncertainties are systematic.
No attempt has been made at this stage to derive confidence intervals for the � � 2�s

angle and the B0
s ! D⌥

s K± physics parameters rDsK and � exploiting the relations in
Eqs. 5. A correct treatment indeed requires the knowledge of both the statistical and the

systematic covariance matrices. It is found from simulation studies that the latter have a
non-negligible impact on the determination of � � 2�s.
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Figure 4: Result of the simultaneous masss fit to the B0
s! D⌥

s K± candidates for both
polarities and all D�

s final states. The pull distributions are shown in the lower part of
the figures.

B0! D�K+ and ⇤
0

b! ⇤
�
c K+ make very small contributions to B0

s! D⌥
s K±.

The fit results to the B0
s! D⌥

s K± mass distribution are shown in Figs. 4 and 5: the
combined sample is presented in Fig. 4 whereas Fig. 5 collects the fit projections including
the contributing background shapes separately for each considered D�

s decay mode and
magnet polarity. In total, NB0

s!D⌥s K± = 1390± 98 signal events are reconstructed.

4 Flavour tagging

The initial B0
s flavour is determined by the combination of various tagging algorithms

which measure the flavour of the non-signal b-hadron produced in the event. These use
the charge of the lepton (µ, e) from semileptonic B decays, or that of the kaon from the

b! c! s decay chain, or the charge of the inclusive secondary vertex reconstructed from
b-decay products. All of these algorithms have an intrinsic mistag rate, for example due
to picking up tracks from the underlying event, due to particle misidentifications, or due
to flavour oscillations of neutral tag B mesons. For each signal B0

s candidate the tagging

algorithms also predict the per-event mistag probability, !, resulting from neural networks
combining various kinematic variables such as momenta and angles of the tagging particles.
The neural networks are trained on simulated events and calibrated using flavour-specific
decays.
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simulation gives a good description of the dependence
of final-state particle efficiencies on their kinematic
properties. Figure 16 shows significant discrepancies be-
tween simulated B0

s ! J=c! events and selected B0
s !

J=cKþK" data events where the background has been
subtracted. To account for this difference, the simulated
events are reweighted such that the kaon momentum dis-
tribution matches the data (reweighting the muon momen-
tum has a negligible effect). A systematic uncertainty is
estimated by determining "! after this reweighting and
repeating the fit. The changes observed in physics parame-
ters are taken as systematic uncertainties. A systematic
uncertainty is included, which arises from the limited
size of the simulated data sample used to determine "!.

The lower decay-time acceptance is included in the
PDF using the binned functions described in Sec. VI. A

systematic uncertainty is determined by repeating the fits
with the bin values varied randomly within their statistical
precision. The standard deviation of the distribution of
central values obtained for each fit parameter is then as-
signed as the systematic uncertainty. The slope of the
acceptance correction at large lifetimes is " ¼ ð"8:3%
4:0Þ ' 10"3 ps"1. This leads to a 4:0' 10"3 ps"1 system-
atic uncertainty on "s.
The uncertainty on the LHCb length scale is estimated to

be at most 0.020%, which translates directly in an uncer-
tainty on "s and #"s of 0.020% with other parameters
being unaffected. The momentum scale uncertainty is at
most 0.022%. As it affects both the reconstructed momen-
tum and mass of the B0

s meson, it cancels to a large extent,
and the resulting effect on "s and #"s is negligible.
The CSP factors (Table IV) used in the nominal fit

assume a nonresonant shape for the S-wave contribution.
As a cross-check, the factors are reevaluated assuming
a Flatté shape [45], and the fit is repeated. There is a
negligible effect on all physics parameters except #S "
#?. A small shift (approximately 10% of the statistical

TABLE VIII. Results of the maximum-likelihood fit for the S-wave parameters, with asym-
metric statistical and symmetric systematic uncertainties. The evaluation of the systematic
uncertainties is described in Sec. X.

mðKþK"Þ bin [MeV=c2] Parameter Value $stat (asymmetric) $syst

990–1008 FS 0.227 þ0:081;"0:073 0.020
#S " #? [rad] 1.31 þ0:78;"0:49 0.09

1008–1016 FS 0.067 þ0:030;"0:027 0.009
#S " #? [rad] 0.77 þ0:38;"0:23 0.08

1016–1020 FS 0.008 þ0:014;"0:007 0.005
#S " #? [rad] 0.51 þ1:40;"0:30 0.20

1020–1024 FS 0.016 þ0:012;"0:009 0.006
#S " #? [rad] "0:51 þ0:21;"0:35 0.15

1024–1032 FS 0.055 þ0:027;"0:025 0.008
#S " #? [rad] "0:46 þ0:18;"0:26 0.05

1032–1050 FS 0.167 þ0:043;"0:042 0.021
#S " #? [rad] "0:65 þ0:18;"0:22 0.06
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FIG. 14 (color online). Variation of #S " #? with mðKþK"Þ,
where the uncertainties are the quadrature sum of the statistical
and systematic uncertainties in each bin. The decreasing phase
trend (blue circles) corresponds to the physical solution with !s

close to zero and #"s > 0. The ambiguous solution is also
shown.
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Figure 4. An example to illustrate the dependence of the strong phase of the S-wave �S , of the
strong phase of the longitudinal P-wave �0, and of their di↵erence �S � �0, on the K+K� mass.
Left: the solid blue curve is the physical solution for �S � �0 and the dashed black curve shows
the mirror solution. Right: the dashed red, dotted green and solid blue curves are for �0, �S , and
�S � �0, respectively.
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Figure 5. The data points correspond to the K+K� mass distribution of a generated sample of
B0

s ! J/ K+K� events including 10% f0 contribution in the mass region. The dotted red curve
indicates the f0 contribution.

be measured. A combined fit to the time-dependent angular distributions of all the bins is
performed to extract these free parameters. The fitted values of the strong phase di↵erence
�S � �0 versus the K+K� mass are plotted in figure 6. The two branches correspond to
opposite values of cos 2�s. Just as expected, the branch corresponding to the true solution
decreases rapidly around the nominal �(1020) mass. Choosing this branch leads to the
unique solution

sin 2�s = 0.043± 0.05, cos 2�s = 1.05± 0.08 , (4.2)

which gives the ambiguity-free result

� 2�s = �0.043± 0.05 . (4.3)

In this example, the measured �2�s is separated from ⇡ � (�2�s) by 13�, therefore the
discrete ambiguity in 2�s is completely resolved. Although the actual measurement pre-

– 8 –

k fk(✓µ, ✓K , 'h) Nk ak bk ck dk

1 2 cos2 ✓K sin2 ✓µ |A0(0)|2 1 D C �S
2 sin2 ✓K

`
1� sin2 ✓µ cos2 'h

´
|Ak(0)|2 1 D C �S

3 sin2 ✓K

`
1� sin2 ✓µ sin2 'h

´
|A?(0)|2 1 �D C S

4 sin2 ✓K sin2 ✓µ sin 2'h |Ak(0)A?(0)| C sin(�? � �k) S cos(�? � �k) sin(�? � �k) D cos(�? � �k)

5 1
2

p
2 sin 2✓K sin 2✓µ cos 'h |A0(0)Ak(0)| cos(�k � �0) D cos(�k � �0) C cos(�k � �0) �S cos(�k � �0)

6 � 1
2

p
2 sin 2✓K sin 2✓µ sin 'h |A0(0)A?(0)| C sin(�? � �0) S cos(�? � �0) sin(�? � �0) D cos(�? � �0)

7 2
3 sin2 ✓µ |AS(0)|2 1 �D C S

8 1
3

p
6 sin ✓K sin 2✓µ cos 'h |AS(0)Ak(0)| C cos(�k � �S) S sin(�k � �S) cos(�k � �S) D sin(�k � �S)

9 � 1
3

p
6 sin ✓K sin 2✓µ sin 'h |AS(0)A?(0)| sin(�? � �S) �D sin(�? � �S) C sin(�? � �S) S sin(�? � �S)

10 4
3

p
3 cos ✓K sin2 ✓µ |AS(0)A0(0)| C cos(�0 � �S) S sin(�0 � �S) cos(�0 � �S) D sin(�0 � �S)

Table 1: Definition of angular and time-dependent functions.

The di↵erential decay rates for a B

0
s meson produced at time t = 0 are obtained by79

changing the sign of �s, A? and AS, or, equivalently, the sign of ck and dk in the expressions80

above, and multiplying them by an overall |p/q|2 factor. These expressions are invariant81

under the transformation (�s, ��s, �0, �k, �?, �S) 7! (⇡ � �s,���s,��0,��k, ⇡ � �?,��S)82

which gives rise to a two-fold ambiguity in the results.83

The final state of B

0
s ! J/ ⇡

+
⇡

� decays only contains a CP -odd component as84

described in Ref. [6]. Therefore, the di↵erential cross section is given by85

d4�(B0
s ! J/ ⇡

+
⇡

�)

dt

/ h7(t) , (3)

implying that no angular analysis of the decay products is required.86

3 Detector description87

The LHCb detector [19] is a single-arm forward spectrometer covering the pseudorapidity88

range 2 < ⌘ < 5, designed for the study of particles containing b or c quarks. The89

detector includes a high precision tracking system consisting of a silicon-strip vertex de-90

tector surrounding the pp interaction region, a large-area silicon-strip detector located91

upstream of a dipole magnet with a bending power of about 4 Tm, and three stations of92

silicon-strip detectors and straw drift-tubes placed downstream. The combined tracking93

system has a momentum resolution �p/p that varies from 0.4% at 5 GeV/c to 0.6% at94

100 GeV/c, and an impact parameter resolution of 20 µm for tracks with high transverse95

momentum. Charged hadrons are identified using two ring-imaging Cherenkov detectors.96

Photon, electron and hadron candidates are identified by a calorimeter system consist-97

ing of scintillating-pad and pre-shower detectors, an electromagnetic calorimeter and a98

hadronic calorimeter. Muons are identified by a system composed of alternating layers99

of iron and multiwire proportional chambers. The trigger consists of a hardware stage,100

based on information from the calorimeter and muon systems, followed by a software101

stage which applies a full event reconstruction [20].102

4

�� < 0

�� > 0

http://arxiv.org/abs/arXiv:1304.2600
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Figure 2: Invariant mass of B0

s

! �µ+µ� candidates in six bins of invariant dimuon mass
squared. The fitted signal component is denoted by the light blue shaded area, the combinatorial
background component by the dark red shaded area. The solid line indicates the sum of the
signal and background components.

q2
min

to q2
max

is calculated according to

dB(B0

s

! �µ+µ�)

dq2
=

1

q2
max

� q2
min

N
sig

N
J/ �

✏
J/ �

✏
�µ

+
µ

�
B(B0

s

! J/ �)B(J/ ! µ+µ�), (5)

where N
sig

and N
J/ �

denote the yields of the B0

s

! �µ+µ� and B0

s

! J/ � candidates and
✏
�µ

+
µ

� and ✏
J/ �

denote their respective e�ciencies. Since the reconstruction and selection
e�ciency of the signal decay depends on q2, a separate e�ciency ratio ✏

J/ �

/✏
�µ

+
µ

�

is determined for every q2 bin. The branching fractions used in Eq. 5 are given by
B(B0

s

! J/ �) = (10.50± 1.05)⇥10�4 [15] and B(J/ ! µ+µ�) = (5.93± 0.06)⇥10�2 [11].
The resulting q2-dependent di↵erential branching fraction dB(B0

s

! �µ+µ�)/dq2 is shown
in Fig. 3. Possible contributions from B0

s

decays to K+K�µ+µ�, with the K+K� pair in
an S-wave configuration, are neglected in this analysis. The S-wave fraction is expected to

5

mass squared. Integration over the full q range yields a total branching fraction
of B(B0

s

! �µ+µ�) =
�
7.07+0.64

�0.59

± 0.17± 0.71
�
⇥ 10�7, where the first uncertainty

is statistical, the second systematic, and the third originates from the branching

http://arxiv.org/abs/arXiv:1305.2168
http://arxiv.org/abs/arXiv:1305.2168
http://cds.cern.ch/ejournals.py?publication=J.+High+Energy+Phys.&volume=07&year=2013&page=084
http://cds.cern.ch/ejournals.py?publication=J.+High+Energy+Phys.&volume=07&year=2013&page=084
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Figure 3: Invariant mass distributions for the rare decay ⇤0

b

! ⇤µ+µ� candidates, in six q2

intervals, together with the fit function described in the text. The histogram shows data, the solid
red line is the overall fit function and the dotted blue line represents the background component.

Table 1: Signal (N
S

) and background (N
B

) decay yields obtained from the ⇤0

b

! ⇤µ+µ� mass
fit in each q2 interval. The integrated yield is the result of a fit without separation of the data
into distinct q2 regions. The statistical significance is calculated as described in the text.

q2 interval [ GeV2/c4 ] N
S

N
B

Significance
0.00 – 2.00 2± 3 34± 6 0.8
2.00 – 4.30 4± 3 42± 7 1.4
4.30 – 8.68 4± 5 134± 12 1.0
10.09 – 12.86 13± 5 52± 8 3.4
14.18 – 16.00 14± 4 20± 5 4.9
16.00 – 20.30 44± 7 24± 6 9.8

Integrated yield 78± 12 310± 19 8.9

7

Table 6: Measured di↵erential branching fraction, dB(⇤0

b

! ⇤µ+µ�)/dq2, for B(⇤0

b

! J/ ⇤)=
(6.2± 1.4)⇥ 10�4 [29], where the first uncertainty is statistical, the second systematic and the
third from the uncertainty in B(⇤0

b

! J/ ⇤). The rightmost column gives the 90% (95%)
confidence level upper limit (UL) on the branching fraction in q2 intervals where no significant
signal is observed.

q2 interval [ GeV2/c4 ] dB/dq2 [10�7(GeV2/c4)�1] UL [10�7(GeV2/c4)�1]
0.00 – 2.00 0.28± 0.38± 0.40± 0.06 1.2 (1.5)
2.00 – 4.30 0.31± 0.26± 0.07± 0.07 0.9 (1.1)
4.30 – 8.68 0.15± 0.17± 0.02± 0.03 0.5 (0.6)
10.09 – 12.86 0.56± 0.21± 0.16± 0.12 –
14.18 – 16.00 0.79± 0.24± 0.15± 0.17 –
16.00 – 20.30 1.10± 0.18± 0.17± 0.24 –

integrated relative branching fraction is obtained as the sum of the di↵erential rates in
six q2 intervals (weighted by �q2). This gives the integral over the full phase space, with
the exception of the q2 regions corresponding to the J/ and  (2S) resonances. In this
integration the statistical uncertainties are added in quadrature. Systematic uncertainties
on the ⇤0

b

! ⇤µ+µ� yield and the relative e�ciency are treated as uncorrelated. The
remaining systematic uncertainties, including the statistical and systematic uncertainties
in the normalisation mode yield from Ref. [29], are treated as fully correlated. This leads
to the relative branching fraction of

B(⇤0

b

! ⇤µ+µ�)

B(⇤0

b

! J/ ⇤)
= (1.54± 0.30 (stat)± 0.20 (syst)± 0.02 (norm))⇥ 10�3 ,

which corresponds to the absolute branching fraction

B(⇤0

b

! ⇤µ+µ�) = (0.96± 0.16 (stat)± 0.13 (syst)± 0.21 (norm))⇥ 10�6 ,

where the last uncertainty accounts for the branching fraction of the normalisation
mode [29].

These new measurements of the branching fraction and di↵erential branching fraction
for the rare decay ⇤0

b

! ⇤µ+µ� are based on a yield of 78± 12 signal decays obtained from
data, corresponding to an integrated luminosity of 1.0 fb�1, collected at a centre-of-mass
energy of 7TeV. Evidence for this process is found for q2 > m2

J/ 

and is compatible
with previous measurements by the CDF collaboration [16]. Within the precision of
measurements presented in this Letter, the Standard Model predictions of Ref. [14] provide
a good description of the data.

13
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http://cds.cern.ch/ejournals.py?publication=Phys.+Lett.+B&volume=725&year=2013&page=25%E2%80%9335
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Figure 3: Invariant mass distribution of B+! ⇡+µ+µ� candidates with the fit projection
overlaid (a) in the full mass range and (b) in the region around the B mass. In the legend,
“part. reco.” and “combinatorial” refer to partially reconstructed and combinatorial
backgrounds respectively. The discontinuity at 5500 MeV/c2 is due to the removal of data
used for training the BDT.
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Figure 4: Invariant mass distribution of B+! K+µ+µ� candidates with the fit projection
overlaid (a) in the full mass range and (b) in the region around the B mass. In the legend,
“combinatorial” refers to the combinatorial background.

yields for the peaking background components are constrained to the expectations given in199

Sect. 2.2. For both the M
⇡

+
µ

+
µ

� and M
K

+
µ

+
µ

� distributions, the exponential PDF used200

to model the combinatorial background has a step in the normalisation at 5500 MeV/c2201

to account for the data used for training the BDT.202

The M
⇡

+
µ

+
µ

� and M
K

+
µ

+
µ

� distributions are shown in Figs 3 and 4, respectively. The203

fit gives a B+! ⇡+µ+µ� signal yield of 25.3 +6.7
�6.4, and a B+! K+µ+µ� signal yield of204

553 +24
�25.205

7

Taking the measured B+! K+µ+µ� yield and ✏
B

+!K

+
µ

+
µ

�/✏
B

+!⇡

+
µ

+
µ

� , the ratio of287

B+! ⇡+µ+µ� and B+! K+µ+µ� branching fractions is measured to be288

B(B+! ⇡+µ+µ�)

B(B+! K+µ+µ�)
= 0.053 ± 0.014 (stat.) ± 0.001 (syst.) .

In order to extract |Vtd|/|Vts| from this ratio of branching fractions, the SM expectation289

for the ratio of B+! ⇡+µ+µ� and B+! K+µ+µ� branching fractions is calculated using290

the EvtGen package [21], which implements the calculation in Ref. [29]. This calculation291

has been updated with the expressions for Wilson coe�cients and power corrections from292

Ref. [30], and formulae for the q2 dependence of these coe�cients from Refs. [31, 32].293

Using this calculation, and form factors taken from Ref. [33] (“set II”), the integrated294

ratio of form factors and Wilson coe�cients is determined to be f = 0.87. Neglecting295

theoretical uncertainties, the measured ratio of B+ ! ⇡+µ+µ� and B+ ! K+µ+µ�
296

branching fractions then gives297

|Vtd|/|Vts| =
1

f

s
B(B+! ⇡+µ+µ�)

B(B+! K+µ+µ�)
= 0.266 ± 0.035 (stat.) ± 0.003 (syst.),

which is compatible with previous determinations [5–8]. An additional uncertainty will arise298

from the knowledge of the form factors. As an estimate of the scale of this uncertainty,299

the “set IV” parameters available in Ref. [33] change the value of |Vtd|/|Vts| by 5.1%.300

This estimate is unlikely to cover a one sigma range on the form factor uncertainty, and301

does not take into account additional sources of uncertainty beyond the form factors.302

A full theoretical calculation taking into account such additional uncertainties, which303

also accurately determines the uncertainty on the ratio of form factors, would allow a304

determination of |Vtd|/|Vts| with comparable precision to that from radiative penguin305

decays.306
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Table 1: Summary of systematic uncertainties.

Source B(B+! ⇡+µ+µ�) (%) B(B+!⇡

+
µ

+
µ

�)
B(B+!K

+
µ

+
µ

�) (%)

Form factors 3.0 1.7
Trigger e�ciency 1.4 1.4
PID performance 1.1 1.1
Data simulation di↵erences 0.4 0.4
Simulation sample size 0.7 0.7
B(B+! J/ (! µ+µ�)K+) 3.5 –
Total 5.0 2.6

calculated in simulated events using the same method, and the di↵erence is taken as260

the systematic uncertainty. This gives a 1.4% uncertainty on ✏
B

+!J/ K

+/✏
B

+!⇡

+
µ

+
µ

� and261

✏
B

+!K

+
µ

+
µ

�/✏
B

+!⇡

+
µ

+
µ

� .262

For all decays under consideration, there are small di↵erences between the distributions263

of some reconstructed quantities in the data and in the simulated events. These di↵erences264

are assessed by comparing the distributions of data and simulated events for B+! J/ K+
265

candidates. The simulation is corrected to match the data where it disagrees, and the266

resulting 0.4% di↵erence between the raw and corrected ratio of B+ ! J/ K+ and267

B+! ⇡+µ+µ� e�ciencies is taken as a systematic uncertainty. The statistical uncertainty268

from the limited simulation sample size is 0.7%. When normalising to B+! J/ K+, the269

measured B+! J/ K+ and J/ ! µ+µ� branching fractions contribute an uncertainty270

of 3.5% to the B+ ! ⇡+µ+µ� branching fraction. The systematic uncertainties are271

summarised in Table 1.272

6 Results and conclusion273

The statistical significance of the B+! ⇡+µ+µ� signal observed in Fig. 3 is computed274

from the di↵erence in the minimum log-likelihood between the signal-plus-background275

and background-only hypotheses. Both the statistical and systematic uncertainties on276

the shape parameters (which a↵ect the significance) are taken into account. The fitted277

yield corresponds to an observation of the B+! ⇡+µ+µ� decay with 5.2 � significance.278

This is the first observation of a b! d`+`� transition. Normalising the observed signal to279

the B+! J/ K+ decay, using the single event sensitivity given in Sect. 4, the branching280

fraction of the B+! ⇡+µ+µ� decay is measured to be281

B(B+! ⇡+µ+µ�) = (2.3 ± 0.6 (stat.) ± 0.1 (syst.))⇥ 10�8 .

This is compatible with the SM expectation of (2.0 ± 0.2)⇥10�8 [13]. Given the agreement282

between the present measurement and the SM prediction, contributions from physics283

beyond the SM can only modify the B+! ⇡+µ+µ� branching fraction by a small amount.284

A significant improvement in the precision of both the experimental measurements and the285

theoretical prediction will therefore be required to resolve any new physics contributions.286
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s

decay is
shown with thin green dotted and thin yellow dash-dotted lines for the A±± and A

00

amplitudes,
respectively. The insert shows a zoom of the B+
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mass region.

Figure 2: Mass distributions for selected J/ D+

s

pairs. The solid curve represents the result
of a fit to the model described in the text. The contribution from the B+

c

! J/ D⇤+
s

decay is
shown with thin green dotted and thin yellow dash-dotted lines for the A±± and A

00

amplitudes,
respectively. The insert shows a zoom of the B+

c

mass region.

rate, f±±, the slope parameter of the exponential background and the yields of the two
signal components, N

B

+
c !J/ D

+
s
and N

B

+
c !J/ D

⇤+
s
, and of the background. The values of

the signal parameters obtained from the fit are summarized in Table 2. The fit result is
also shown in Fig. 2.

To check the result, the fit has been performed with di↵erent models for the signal:
a double-sided Crystal Ball function [30, 31], and a modified Novosibirsk function [32].
For these tests the tail and asymmetry parameters are fixed using the simulation values,
while the parameters representing the peak position and resolution are left free to vary.
As alternative models for the background, the product of an exponential function and
a fourth-order polynomial function are used. The fit parameters obtained are stable with
respect to the choice of the fit model and the fit range interval.

The statistical significance for the B+

c

! J/ D+

s

signal is estimated from the change in
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Fig. 2. Invariant-mass distributions of the (a) B0 → K∗0γ and (b) B0
s → φγ candidates. The black points represent

the data and the fit result is represented as a solid blue line. The signal is fitted with a double-sided Crystal Ball func-
tion (short-dashed green line). The combinatorial background is modelled with an exponential function (long-dashed red
line). In decreasing amplitude order, the exclusive background contributions to B0 → K∗0γ are B+(0) → K∗0π+(0)γ

(short-dotted black), B → K∗0(φ)π0X (long-dashed blue), B0
s → K∗0γ (dotted short-dashed green), Λ0

b → Λ∗γ

(double-dotted dashed pink), B0 → K+π−π0 (dotted long-dashed black) and B0
s → K+π−π0 (long-dotted blue). The

background contributions to B0
s → φγ are B+(0) → φK+(0)γ (dotted black), Λ0

b → Λ∗γ (double-dotted dashed pink)
and B0

s → K+K−π0 (dotted–dashed black). No significant contribution to B0
s → φγ is found from partially recon-

structed B → K∗0(φ)π0X decays. The Poisson χ2 residuals [22] are shown below the fit with the ±2σ confidence-level
interval delimited by solid red lines. (For interpretation of the references to colours in this figure, the reader is referred to
the web version of this article.)

their uncertainty. A relative variation of [−1.3,+1.4]% on the yield ratio is observed and added
to the systematic uncertainty. As a cross-check of the possible bias introduced on the ratio by
the modelling of the mass-window thresholds and the partially reconstructed background that
populates the low-mass region, the fit is repeated in a reduced mass window of ±700 MeV/c2

around the world average B meson mass. The result is found to be statistically consistent with
the nominal fit. Combining these systematic effects, an overall (+2.0

−1.8)% relative uncertainty on
the yield ratio is found.

The efficiency ratio can be factorised as

ϵB0
s →φγ

ϵB0→K∗0γ

= rreco&sel × rPID × rtrigger, (3)

where rreco&sel, rPID and rtrigger are the efficiency ratios due to the reconstruction and selection
requirements, the particle identification (PID) requirements and the trigger requirements, respec-
tively.

The correlated acceptance of the kaons due to the limited phase-space in the φ → K+K−

decay causes the φ vertex to have a worse spatial resolution than the K∗0 vertex. This af-
fects the B0

s → φγ selection efficiency through the IP χ2 and vertex isolation cuts, while the
common track cut pT > 500 MeV/c is less efficient on the softer pion from the K∗0 decay.
These effects partially cancel and the reconstruction and selection efficiency ratio is found to be
rreco&sel = 0.906 ± 0.007 (stat.) ± 0.017 (syst.). The majority of the systematic uncertainties also
cancel, since the kinematic selections are almost identical for both decays. The remaining sys-
tematic uncertainties include the hadron reconstruction efficiency, arising from differences in the
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Table 1: Fit results with statistical and systematic uncertainties. Amplitudes are defined
at t = 0.

Parameter Value �stat. �syst.
�
s

68 % C.L: [rad] [�2.37,�0.92] 0.22
|A0|2 0.329 0.033 0.017
|A?|2 0.358 0.046 0.018
|AS|2 0.016 +0.024

�0.012 0.009
�1 [rad] 2.19 0.44 0.12
�2 [rad] �1.47 0.48 0.10
�S [rad] 0.65 +0.89

�1.65 0.33
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Figure 2: One-dimensional projections for the distributions (data points) of the B0
s

! ��
decay time (a), the � helicity angle (b) and the cosine of the ✓1 (c) and ✓2 (d) helicity
angles. The solid lines represent the projections of the best fit PDF. The CP -even P -wave,
the CP -odd P -wave and S-wave components are shown by the long dashed, short dashed
and dotted lines, respectively.

value of �
s

a systematic uncertainty of 0.09 is determined. Possible di↵erences in the168

simulated decay time resolution compared to the data are studied by varying the resolution169

according to the discrepancies observed in the B0
s

! J/ � analysis [5]. This leads to a170

small systematic uncertainty of 0.01 for �
s

. The distributions of maximum pT and �2 of171

6
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Figure 1: Invariant K+K�K+K� mass distribution for selected B0
s

! �� candidates. A fit of
a double Gaussian signal component together with an exponential background (dotted line) is
superimposed.

15 terms, corresponding to five polarisation amplitudes and their interference terms,85

d4�

d cos ✓1d cos ✓2d�d t
/

15X

i=1

K
i

(t)f
i

(✓1, ✓2,�) . (1)

The angular functions f
i

(⌦) for the P -wave terms are derived in Ref. [18] and the helicity86

angles of the two � mesons are randomly assigned to ✓1 and ✓2. The time-dependent87

functions K
i

(t) terms can be written as88

K
i

(t) = N
i

e��st[c
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cosh(1
2
��

s

t) + b
i

sinh(1
2
��

s

t)], (2)

where ��
s

= �L � �H is the decay width di↵erence of the light (L) and heavy (H) B0
s

89

mass eigenstates, �
s

is the average decay width �
s

= (�L + �H)/2 and �m
s

is the B0
s

90

oscillation frequency. The coe�cients N
i

, a
i

, b
i

, c
i

and d
i

can be expressed in terms of91

the CP -violating phase �
s

, the magnitudes, |A
i

| and phases, �
i

, of the five polarisation92

amplitudes at t = 0. The three P -wave amplitudes are denoted by A0, Ak, A?, normalised93

such that |A0|2 + |Ak|2 + |A?|2 = 1 and the strong phases conventions �1 = �? � �k and94

�2 = �?��0 are used. The P ! V S and P ! SS-wave amplitudes and their corresponding95
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[see e.g. Bartsch, Buchalla, and Kraus, 2008]

requires very similar tagged time-dependent angular 
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�ss̄s
s ⇡ 0.01

systematic uncertainty on �
s

is 0.22, significantly smaller than the statistical error.176
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In summary we present the first study of CP violation in the decay time distribution177

of hadronic B0
s

! �� decays. The CP -violating phase, �
s

, is restricted to the interval of178

[�2.46,�0.76] rad at 68% C.L. The p-value of the Standard Model hypothesis is 16%.179

The precision of this �
s

measurement is expected to improve with larger LHCb data sets.180
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7 Conclusions

We have presented the measurement of time-dependent CP violation in B0 ! ⇡+⇡� and
B0

s ! K+K� decays based on a data sample corresponding to an integrated luminosity
of 0.69 fb�1. This analysis is performed for the first time at a hadronic collider, with the
B0

s ! K+K� channel studied for the first time ever. The results for the B0 ! ⇡+⇡� are

Adir

⇡⇡ = 0.11± 0.21± 0.03,

Amix

⇡⇡ = �0.56± 0.17± 0.03,
(20)

where the statistical correlation between the two is found to be �34%. They are in
agreement with world average from the B factories, reported in Table 1. The result for
Amix

⇡⇡ di↵ers from zero with a significance of 3.2�, yielding the first evidence of time-
dependent CP violation at a hadronic collider. The results for the B0

s ! K+K� are

Adir

KK = 0.02± 0.18± 0.04,

Amix

KK = 0.17± 0.18± 0.05,
(21)

with a statistical correlation of �10%. The present experimental status, including these
measurements, is summarized in Fig. 8.

20

DLL = 2 contours (“39%CL”)

u

u

d(s)B

d(s)

W
b

d(s)

u, c, t

W

G

b

d(s)

d(s)

d(s)

Bd(s)
u

u

Figure 1: Feynman diagrams contributing to Bd → π+π− and Bs → K+K−.

There are a few theoretically clean strategies to determine γ, making use of pure “tree”
decays, for example of B± → DK± or Bs → D±

s K∓ modes. Since no flavour-changing
neutral-current (FCNC) processes contribute to the corresponding decay amplitudes, it
is quite unlikely that they – and the extracted value of γ – are affected significantly
by new physics. In contrast, the strategies discussed in this paper rely on interference
effects between “tree” and “penguin”, i.e. FCNC, processes. Therefore, new physics may
well show up in the corresponding decay amplitudes, thereby affecting the CP-violating
observables and the extracted value of γ.

The outline of this paper is as follows: in Section 2, a completely general parametriza-
tion of the Bd → π+π− and Bs → K+K− decay amplitudes, as well as of the correspond-
ing CP-violating observables, is given within the Standard Model. The strategies to
determine β and γ with the help of these observables are discussed in Section 3, where
also an approach, which uses Bd → π∓K± instead of Bs → K+K− and relies – in addition
to the SU(3) flavour symmetry – on a certain dynamical assumption, is briefly discussed.
In Section 4, the U -spin-breaking corrections affecting these strategies are investigated
in more detail, and the conclusions are summarized in Section 5.

2 Decay Amplitudes and CP-violating Observables

The decay B0
d → π+π− originates from b̄ → ūud̄ quark-level processes, as can be seen in

Fig. 1. Its transition amplitude can be written as

A(B0
d → π+π−) = λ(d)

u

(

Au
cc + Au

pen

)

+ λ(d)
c Ac

pen + λ(d)
t At

pen , (1)

where Au
cc is due to current–current contributions, and the amplitudes Aj

pen describe
penguin topologies with internal j quarks (j ∈ {u, c, t}). These penguin amplitudes take
into account both QCD and electroweak penguin contributions. The quantities

λ(d)
j ≡ VjdV

∗
jb (2)
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