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Scale of LHC computing

» Higgs event in CMS:
2012

» Nobel prize in
Physics 2013

» Made possible by grid
computing

1 Higgs event out of 10'* proton — proton collisions

CMS designed to observe a billion (1x10?) collisions/sec.
Data rate out of the detector of more than 1,000,000 Gigabytes/sec (1 PBy/s)

Compression techniques reduce the output data rate to about 25Gb/s that
must be transported, managed and analyzed to extract the science.

50 Gb/s for 7x24 is distributed to physics groups around the world
Around the world 6000 people from 50 countries



Scale of LHC computing

Running jobs: 118629
Active CPU cores: 118629
Transfer rate: 3.38 GiB/sec

s s ) ' GOOS[Q earth

Data SI0, NOAA, U'S Navy, NGA, GEBCO

Imagery Date: 4/10/2013  42°22'24.42" N 97°41'36.85" E eye alt 14292.54 km

CERN - TIFR Latency - 160 ms at present




Scale of LHC computing

groups now get their data
wherever it is most readily
available
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Computing characteristics at LHC

O Large numbers of independent events (millions/sec) -
“Job granularity”

O Large data sets — mostly read-only
O Modest I/0 rates — few MB/sec per processor

O Modest floating point requirement — HEP-SPECO06
performance. ( which matches with batch jobs ~10% )

Computation and storage needs can not be met at single site.

Therefore
« Scaling up is complex once you exceed the capabilities of
single geographical installation



High Performance computing

HPC systems tend to focus on tightly coupled parallel jobs, and as such
they must execute within a particular site with low-latency interconnects

Granularity largely defined by the algorithm
Hard to schedule different workloads
Reliability and speed is very important

Achieved by super computers
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High Throughput computing

HTC systems are independent, sequential jobs that can be individually
scheduled on many different computing resources across multiple
administrative boundaries

Granularity can be selected to fit the environment

Mixing workload is easy

Sustained throughput is the key goal

Achieved by Grid computing technology




Grid Computing

The Promise of Grid Technology ( for the user)
d Submit your computing task

= and the Grid ....

» Finds convenient place for the Jobs/calculation to run

» Optimizes use of the widely dispersed resources

A\

Organizes efficient access to your data
« Data placement, migration, replication, caching
Deals with authentication and security
Interfaces to the local site resources
Runs your jobs

Monitors progress

YV V VYV V V

Recovers from problems

<
Q
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o

............... Tells you when your work is complete.




Grid Computing

“Coordinated resource sharing and problem solving in dynamic, multi-
institutional virtual organization””
« Coordinates resources that are not subject to centralized control ...

« .... Using standard, open, general-purpose protocols and interfaces
but still "standard” ( allows dynamic resource sharing )

... to deliver nontrivial qualities of services

Why ?
... So that the utility of the combined system is significantly
greater than that of the sum of its parts

Source: Ian Foster
http://dlib.cs.odu.edu/WhatIsTheGrid.pdf



Grid architecture overview

Application

Application

Resource

Transport
Internet

Link
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Simple job workflow

User Interface

Storage

Input Sandbox
Element

Output Sandbox




Grid Middleware

Software infrastructure between OS kernel and user application is
considered middleware

“Globus” , The first middleware project in mid 90s
started by Ian foster and Karl Keselman

Majority of Grid systems in the world have built upon “Globus toolkit”

Globus Toolkit® Version 5 (GT5)

GRAMS

Execution
Management

13




Build your own grid

! Globus] Compute
GRAM  Server

Globus| COMpute
GRAM  Server

Globus Index
Service

% Web |
4 Browser’i\

| Camera
Telepresence _"_C

Monitor ! Camera
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Shelf |
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Globus CHEF Chat 3 DAL | service

3 4 Teamlet !

- Globus| LJ@labDase
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Community MyProxy :

E = E Globus| Database

[ Authority ;
Users work : Application Sé‘l’Vichg< I Collective services Resources implement
with client i organize VOs & enable aggregate &/or standard access &
applications ' access to other services virtualize resources management interfaces 3
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Worldwide LHC Computing Grid (WLCG)

Distributed Computing Infrastructure for LHC experiments

 Connected by High speed wide area networks
« Linking more than 300 computer centers
 Providing > 340,000 cores

 To more than 2000 (active) users

« Archiving 15PB per year

> 1 -TO0 @ CERN (For all the LHC experts) (15% of total resources)
» 10 - T1s worldwide

» T2s - TIFR as National Facility CMS T2

» Many... T3s where physicists actually work




WLCG architecture

Tier-2 Centres Tier-0 (CERN): (15%)

*Data recording
Tier-1 Contres *|nitial data reconstruction
- - - - 10 Gbit's links ‘ »Data distribution

Tier-1 (11 centres): (40%)
*Permanent storage
*Re-processing

*Analysis

*Min. Connectivity by direct
10 Gb fibers

Tier-2 (~200 centres): (45%)
» Simulation
» End-user analysis

RIUMF
INFN - CNAF ‘T_‘lU‘:l“

40%
‘ wWLCG

Worldwide LHC Comfiting Grid



Data growth prediction

LHC data volume is predicted to grow 10 fold over the next 10 years
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do dja

Evolution of data distribution model

Original MONARCH model Model evolution
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What has made all that possible ?

(Optical network technology )

Dense wave division multiplexing(DWDM) 100Gb/s per wave
(optical channel)

» Transport using dual polarization—-quadrature phase shift
keying (DP-QPSK) technology with coherent detection

- two independent optical signals, same frequency
- two polarization

» Together DP and QPSK reduce required rate by factor of 4

« Allows 100G payload(plus overhead) to fit into the
spectrum

Over simplification of the optical technology involved




Data transport

TCP remains the workhorse of the internet, including for data-
intensive science

> Very sensitive to packet loss (due to bit errors)

> A single bit error can cause the loss of 1-9 kBy packets (depending
on the MTU size ) significantly reducing throughput

e Reason ?

» Congestion avoidance algorithms added to TCP

» Packet loss is seen by TCP’s congestion control algorithms as

evidence of congestion

> Network link errors also cause of packet loss




Impact of packet loss on TCP

» On 10 Gb/s LAN path the impact of packet loss is minimum

> On a 10Gb/s WAN path the impact of even very loq packet loss rate is
enormous (~80X throughput reduction from TIFR to FNAL where latency is
about 270ms )

Throughput vs. increasing latency on a 10Gb/s link with 0.0046% packet loss
10000 e T T T

Mo packet

Reno
(measured)

. (see http:h'fas'terdata.es.net.fpérformance-
—testingfperfsonarftroubleshooting/packet-ltossf}

Reno (theory)




Modern TCP stack

Modern TCP stack - Kernel implementation of TCP protocol

Important to reduce sensitivity to packet loss while still providing

Cco

ngestion avoidance

“‘Binary Increase Congestion” control
algorithm impact

700

600

500 —
4 dckkhkd

400

300 4

200

100

1 3 5 7 9 11 13 1517 19 21 23 25 27 29 31 33 35

time slot (5 second intervals)

« BIC reaches Max throughput
much faster then older algos.

« From Linux 2.6.19 CUBIC is
default (refined version of BIC
designed for high bandwidth,

long paths)

Linux 2.6, BICTCP

el inux 2.4

Linux 2.6, BIC off

http://www.slac.stanford.edu/~ytl/thesis.pdf



System optimization for high speed transfers.

Efficiency of data movement also depends upon

Host tuning:
« Ciritical to use optimal windowing buffer size
« Default TCP buffer too small for todays high speed networks (64KB)
« Auto-tuning of parameters not adequate

=
Effect of Window Size on Throughput vs. Increasing Latency
10000 ‘___‘\ 3000
] * - *» _.--"""-'
3000 I —— ! o0
= 1000 ' hand tuned to 64 MBy
E‘"UDO window B E
2. !
%:000 - E
£ 1000 £
; 3000
3000 ;
#2000 / — | N 1
1000 //W [auto tuned to 32 MBy winduw‘J7/ 1000
0

] 1 0 E & 50 ) o B0 a0
undirip time, ms (corresponds roughly
t¢ San Francisco to London) =#=No Packet Loss ==Mho Packet Loss =cumulative path length, km
(hand tuned to 64MB) [autotuning to 32MB - [approximate)

the fasterdata.es.net...

path length




Network Monitoring and testing

The only way to keep multi-domain, international scale networks error-free is
to test and monitor continuously end-to-end to detect soft errors and
facilitate their isolation and correction

PerfSONAR:

..... g HEHERC T in > Community

_______ H . - e efforts

> Standardize
measurement

H > Bundled

T SommcEmacaam " package

Composite view of health of LHC peers from PerfSONAR at TIFR




PerfSONAR provides a standardize way
« Test, Measure, Export

« Catalogue
« Access performance data from many different networks domain.

Deployed extensively throughout WLCG
« More then 1100 perfSONAR boxes deployed around the world
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Fri 28 12 PM Sat 29 12 PM Aug 20 12 PM Man 31 12PM  September  12PM Wed 02 12 PM Thu 02 12 PM
Date
Fri 28 12 PM Sst28 12 PM Aug 30 12 PM Men 21 12PM  September 12 FM Wed 02 12 PM Thu 02 12 PM
_Latency ... Reverse Latency _Luss Reverse Loss
Latency statistics from PerfSONAR at TIFR




Grid computing facility at TIFR for CMS
T2_IN_TIFR

Computing

« Total no of physical cores 1024, Total average of runs executed on a
machine ( Special Performance Evaluation for HEP code ) i.e HEP-SPECO06
is 7218.12

Storage
« Total Storage capacity of 28 DPM Disk Nodes is aggregated to more than
1PB (1020 TB)




Network at T2_IN_TIFR

—

’ LHCONE, GEANT,

FNAL, peering on
CERN, Geneva

P2pP
4G link with best
effortupto 10 G

ISP (FLAG/
Reliance) MUX
Quadway 6x600-8

NKN-TEIN4
2.5Gto EU

/

Singapore

RRCAT
R -
India-CMS
Router

NKN Router @
Computer Centre
With 1G link to
NKN

India-CMS GRID
Firewall Network.

Switching
throughput up to
3.5Tbps
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Network at T2_IN_ TIFR ..... cont

» Dedicated P2P link to LHCONE, 4 G guaranteed with best effort up
to 10 G.

» Planned 10G dedicated to CERN in the same budget

» TIFR core network capable of switching

h h f upto 3.5 Tbps , @-
throughput of up P ;f»&aﬂsw

1 g Ui e By g i\
» 10G backbone between Router and y TR
Core switch ) At 4 N

> Backbone router - core firewall link 20G
(10G+10G)

» Storage servers moved to 10G




Cooling Infrastructure

* Front row cooling to improve cooling efficiency
« Capacity increased from 6K CFM to 10 K CFM

Network
/1sP UPS

Reliance
Network Rack

GRID

Rack

Cable Tray x
4 r NN Y [ AN R
Manag Manag GRID Blade
ing ing
Server oy Net Server DPM
Network + + UIETS ; Senver
DPM || wW/N || Rack || W/N
Server || J\ J < 4 v
\_ J
Ael] 8|qe)

40 KVA Batteries (1 hrs. Backup)

UPS

20
KVA 40 KVA UPS

|




Availability and Reliability

WLCG site availability and reliability report India-CMS TIFR

Site Availability

0% 100% 100%
9pYo—e30—03,

889

Declared downtime of

previous month not

accounted by ROC

and site removed

Centralized cooling DNS reverse from dashboard.

/UPS maintenance lookup failure,
work/network ErNET End problem Scheduled downtime for

fluctuation. major cooling upgrade from
19th Dec to 07 Jan 2015

« A/R calculation based on a very elaborate CMS monitoring
framework

« T2 monitored by three monitoring infrastructures — EGI, ROC TW
(T1) and CMS dashboard.




Usage of T2_IN_TIFR

Ian .
i) dash NEvents Processed
1e9 17471 Hours from Week 30 of 2013 to Week 30 of 2015 UTC
| | | | | | |
4
4.7 billion / events
processed in 2 years
3
2
1
ol
Aug 2013 MNow 2013 Feh 2014 Mzy 2014 Aug 2014 MNowv 2014 Feh 2015 May 2015
B analysis (2,964,869 9538) M hctest {1,461,862,432) B analysis-crab3 (4B,188,741) M analysis-crab3-he (39,497 039)
O unknown (37,688,874} W hexrootd {31,3539.664) B analysistest {23,760,440) M test {17,096,152)
M production {1,648,118) M hcjobrobot {1,541,600) M integration {T00.00) M reprocessing {0.00)

Totsd: 4,628 414,668, Average Rate: 73585 32

—



Usage of T2_IN_TIFR

1ShDC Overall Wall Clock consumptions All Jobs
1ed 18215 Hours from Week 30 of 2013 to Week 34 of 2015 UTC
ik | | L] L] L] | | L]
| - :
M analysis (4,161,188,617) ~6.2 billion seconds in 2 years

[ test {108,691,211]

M analysis-crab3 (130,474,092)
M reprocessing {2,312,.300)

M relval (0.00)

LI production [628,266,376)

B znalysis-crab3-he (147,656,135)
" W hcxrootd (41,649,572
W integration (73.00)

Oct 2013 jan 2014 Apr 2014 o 2014 Ot 2014 jan 2015 Apr 2015 ! 2015
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Downloads - 928 TB

Netherlands

South-Korea

2013-08-01 00:00 to 2015-08-01 00:00 UTC ...........
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rations

FZEeE

TOTAL

Austria

Belgium

Brazil

China

Estonia

Finland

Data transfers from T2_IN_TIFR

=
E =
= =
763 TE | 763 TB
538578 | 538578
394593 | 394593
143985 143985
7 TB 7 TB
2428 2428
1901 1901
527 L27
STE S Te
4457 4457
2034 2034
2423 2423
1TB 17TE
1691 1691
S6e3 Se3
1128 1128
386 cGE | 380 cB
728 728
703 703
25 25
755 cGB | 755 GB
2505 2505
2205 2205
200 200
2 ce 2 ce
139 139
112 112
27 27

France

Germany

Greece

Hungary

India

Italy

Pakistan

Uploads - 763 TB

18 1B 18 1B
11379 11379
7971 7971
3408 3408
28 1B 28 1B
19128 19128
15217 15217
3911 3911
1 me 1 me
56 56
56 56
i i
42 GB 42 cGB
237 237
235 235
2 2
3 TE 3 TE
12256 12256
11712 11712
544 544
32 TE 32 TE
50093 | 50093
36752 | 36752
19941 19941
17Te 1Te
592 592
530 530
52 52

1TE 1Te
227 527
Russia
483 483
44 44
Bo0 ce | B60 cB
499 499
Russian-Federation
293 293
106 106
11 ce 11 ce
414 414
South-Korea
410 410
. dq
286 1B | 286 TB
1362960136290
Spain
111484111484
24812 24812
20 1B 20 TR
50811 | 59811
Switzerland
30312 30312
23499 23499
13 1B 13 1B
7079 FO79
Taiwan
4768 4768
2311 2311
307 T | 307 TB
155172155172
LIKC
115197115197
39975 39975
36 TB 36 TB
48516 48516
sa
296012 29612
18904 18904
27TB 2TB
17975 17975
n/a
15943 15943
2032 2032

2013-08-01 00:00 to 2015-08-01 00:00 UTC




T2_IN_TIFR traffic to LHCONE

bits

TIFR Traffic
F

I G

A

l =

1]

§

-1 G

- | |

-3 G 1

Ee=p Cct Moor Cec Jan rekb Mar Rpr May Jun Jul Aug
Avg HMax la=st Max

B Incoming 1BZ2.TEM 1.21G Z03.05%M S Feak: 3.4Z2G
B cutgcing 1E4. 62M 1.31G 106. EDM s Feak: 3.200G

Last update: Mon Aug 31 2015 14:16:56
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Collaborating Indian Institutes at LHC (14 or more)

- TIFR, Mumbai as National Facility WLCG site
« Variable Energy Cyclotron Centre ( VECC, Kolkata ) WLCG Site

« Bhabha Atomic Research Centre (BARC, Mumbai)

« Delhi University

« Saha Institute of Nuclear Physics (SINP, Kolkata)

* Punjab University

« Indian Institute of Technology, Bombay (IITB, Mumbai)

« Indian Institute of Technology, Madras ( IITC, Chennai)

« Raja Ramanna Centre for Advanced Technology ( RRCAT, Indore)
« Indian Institute of Technology Bhubaneswar (IITBBS)

« Institute for Plasma Research (IPR, Ahmedabad)

« National Institute of Science Education and Research (NISER, Bhubneshwar)
« Vishva-Bharti University (Santiniketan, WB)

« Indian Institute of Science Education and Research, Pune

(More then 90 active users from these institutes have accounts
at T2_IN_TIFR and TIFR Tier III)
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India-WLCG network

Indian LHC traffic was not structured

2.5 Gb/s TEIN3 link
A to GEANT, Europe

Al
A}
Al

w— G 155 Mboe
— 05 GO — 4% Nbps
— GRS JOMDOS
— 627 Mg ™ = Paroed

s TEN

PoPs NOC
* SIngAREN connected to TUIN
SG PolP a 90 Mg

mm ‘gm * HARNET connected to TEN
» - X PP ot 90 M
@ Garuda Sites [o] donesia (i) 51 Lanka * NN commected 1o TEIN
@ Garuda Sites connected [#] sopen ) Thatand INPP at 10 Gbps
with the National Knowledge Network ol Vistram S CLRNIT connected to TON
updated on February 2013 | NP s Tu 3 Gy
OLHCCompmingsnes - 4 .
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Routing anomalies

[root@cmst3ui2 ~J# traceroute -1 192.65.184.73

traceroute to 192.65.184.73 (192.65.184.73), 30 hops max, 60 bytepackets
1172.16.11.252 (172.16.11.252) 2.353 ms 2.642 ms 2.883 ms

2172.16.0.254 (172.16.0.254) 0.580 ms 0.574 ms 0.560 ms

3 vpn2.saha.ac.in (14.139.193.1) 0.945 ms 0.969 ms 0.968 ms (NKN)

4 10.118.248.93 (10.118.248.93) 0.951 ms 0.954 ms 0.954 ms ( NKN Private core)

5***

6***

7 10.255.221.34 (10.255.221.34) 31.804 ms 31.700 ms 31.694 ms (NKN Private core)
8 115.249.209.6 (115.249.209.6) 37.302 ms 37.541 ms 37.541 ms ( RCOM — Andhra)
9 * % %

10 * % *

11 62.216.147.73 (62.216.147.73) 46.588 ms 46.577 ms 46.556 ms (UK)

12 xe-0-0-0.0.pjr03.1dn001.flagtel.com (85.95.26.238) 186.642ms 174.002 ms 173.979
ms

13 xe-5-2-0.0.¢ji01.1dn004.flagtel.com (62.216.128.114) 187.455ms 187.519 ms
187.693 ms

14 80.150.171.69 (80.150.171.69) 295.319 ms 293.396 ms 293.372ms ( Germany)
15 217.239.43.29 (217.239.43.29) 305.694 ms 309.873 ms 306.677ms (Deutsche
Telekom AG)

16 e513-e-rbrxl-1-nel.cern.ch (192.65.184.73) 221.143 ms 230.249 ms 215.501 ms (
CERN)

Resolved now




Solution .......... Steps taken at TIFR

Understanding the practical implementation of entire LCG network
ecosystem enabled us to take some major upgrades.

» Creating a LCG VRF In India on NKN network connecting all partner
institutes

> Routing VRF traffic on TIFR-CERN P2P link, significantly improving latency
and throughput.

» Connecting to LHCONE network directly instead of via CERNLite.

» GEANT upgraded backbone link between CERNLite router (where Indian
link terminates at CERN to GEANT POP) to 10G

» Enabled jumbo frames (9000 bytes) on NKN L3VPN in India to TIFR to
LHCONE

CPU overhead is reduced significantly and efficiency is
improved

Initiatives duly acknowledged by collaborating institutes.




HEP Software challenge

To keep 8 cores 95% busy need 99.2% of our code to run in parallel
Even quick running modules will bottleneck threading

Utilization of Cores

Dimensions of

performance 1)
S 0.8
»  Vectors g :
> Instruction b
Pipelining S 0.6
- Instruction Level ® .
Parallelism (ILP) = Parallel Fractions
» Hardware threading = 0.4 | E—— - 95<y
(@)] (0] 0 (1)
> CIoc!< frequency ® % 98% & 99%
> Multi-core % 0.2 e
»  Multi-socket e s
>  Multi-node i it i e AT it i
(9.5~ -l -k
0 2 4 6 8

Number of Cores



multi-threaded framework

The design allows many different levels of concurrency
O Extensive use of Intel TBB

> Events, modules and sub-module

« Thread-unsafe code is allowed via ‘One’ module variety
» Framework guarantees serialization

« Tools to find thread-safety issues have been developed

> First performance results show that 99.3% of our reconstruction
application can run in parallel
« memory consumption is no longer a problem
« network load is way down

p
in in End End End
cioval [F1{ = e = H = Lo [ m}

Begin
Lumi
s |
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Do I have
Permission
to access
that data ?

For my
{‘ analysis
TR where do I
CRUAR store it ?
MY I‘Bﬁlﬂl 0]

Data storage
technology ?

Client
configuration for

accessing the data
?




CMS new architecture for data access, emphasizing the following three items:
Reliability: No I/O error unless no CMS site can server the file
Transparency. Automatic catalogue lookups, redirections and reconnections

Usability: Natively integrate with CMS application frameworks (CMSSW,
ROOT ..... )

Global: Any data Any where, Any time

For users:

« Once he knows what dataset he wants to use for analysis
xrdfs cms-xrd-global.cern.ch locate /store/path/to/file
(Universal LFN data store of CMS)

« As long as you do not get the message “No servers have the file” it is safe
for you to use the AAA service

https://twiki.cern.ch/twiki/bin/view/Main/CmsXrootdArchitecture




AAA (XROOTD) at T2_IN_TIFR

« T2_IN_TIFR is a CMS T2 at TIFR, Mumbai with ~ 1 PB of DPM storage.

» Well connected with LHCONE where last years WLCG traffic crossed 1 PB
« At TIFR we implemented XROOD for access and fallback in 2013 Feb

« We actively participated in testing and implementation of XROOTD on DPM
and helped in tracking down many bugs experienced in due course.

We have also setup a regional redirector for India—CMS T3 users and
Indian institutes.




CMS Remote Analysis Builder

Significant improvements from earlier version of CRAB

New grid submission tool enables option to ignore data locality,
i.e., use AAA

Tested by artificially forcing jobs to run with remote access

During CSA14: 20k cores in production, 200k jobs/day, average of

300 users/week (TIFR Participated in the exercise )
Improves handling of read failures and monitoring

Python implementation wrapping cpp modules.
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Continuous upgrades ... ... ....

« Operating system and underlying services.
« Middleware from gLite to EMI1 > EMI2 > EMI3

« Implementation of humerous new services.

C’:*«E’P, q@;

q/ “;"“(‘/
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« Storage migration and consistency checks
« Automation framework

« Virtualization of services for increasing the efficiency
- Creation of test beds

o Tier-III upgrade




Future

« Keeping up with Moore's law
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Thank you

Questions ??
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