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Charmonium contributions

✤ Affects all b ➙ s decays, regardless of final state

✤ At high q2, an OPE can be developed to include these effects perturbatively (Grinstein & 
Pirjol; Beylich, Buchalla, Feldmann)

✤ First correction in expansion simply augments C7
eff and C9

eff : Buras, Misiak, Münz, 
Pokorski (BMMP) ➙ Grinstein, Pirjol (GP)

b ! s `+`� decays
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µv` + Bµū`�
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Form factors: b ➝ s

✤         HPQCD subset for B ➝ K

✤ FNAL/MILC used most of the 
set for B ➝ π/Κ
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B ➝ K form factors

✤ Gold-plated” matrix elements: QCD-stable |i ⟩ and |f ⟩ states

✤ Observables: differential branching fraction dΓ/dq2,               
forward/backward asymmetry AFB (zero in SM), and “flat term” 
FH
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B ➝ π μ+μ−   &   B ➝ K μ+μ−

0

2

4

6

8

10

0 5 10 15 20 25

�
B(

B
+
!

⇡
+
µ
+
µ
�
)(
10

�
9 )

q2(GeV)2

Form factors + CKM + Others
Form factors only

LHCb [arXiv:1509.00414]

100

150

200

250

0 5 10 15 20 25

�
B(

B
+
!

K
+
µ
+
µ
�
)(
10

�
9 )

q2(GeV)2

Form factors + CKM + Others
Form factors only

LHCb [JHEP 1406, 133 (2014)]

FIG. 5. Standard-Model partially-integrated branching ratios for B+ ! ⇡+µ+µ� decay (left)
and B+ ! K+µ+µ� decay (right) using the Fermilab/MILC form factors [48, 62, 63] compared
with experimental measurements from LHCb [45, 55] for the wide q2 bins above and below the
charmonium resonances.

LHCb quotes measured values for binned di↵erential branching fractions [55], which we
convert to partially integrated branching fractions for ease of comparison with Eq. (4.1):

�B(B+ ! ⇡+µ+µ�)exp ⇥ 109 GeV2 =

⇢
4.55

�
+1.05
�1.00

�
(0.15) 1 GeV2  q2  6 GeV2,

3.29
�
+0.84
�0.70

�
(0.07) 15 GeV2  q2  22 GeV2,

(4.2)
where the two errors are statistical and systematic.

Figure 5 (left panel) compares the Standard-Model predictions from Ref. [63] and LHCb
for the wide bins. The result for the low q2 interval below the charm resonances agrees with
the experimental measurement, but that for the high q2 interval di↵ers at the 1.9� level. The
combination of the two bins, including the theoretical correlations from Tables VII, and VIII
and treating the experimental bins as uncorrelated, yields a �2/dof = 3.7/2 (p = 0.15), and
thus disfavors the Standard-Model hypothesis at 1.4� confidence level.

Although LHCb’s recent measurement of the B ! ⇡`+`+ di↵erential decay rate [55] is
compatible with the Standard-Model predictions, the uncertainties leave room for sizable
new-physics contributions. In the high-q2 interval, 15 GeV2  q2  22 GeV2, the theoretical
and experimental errors are commensurate. Future, more precise measurements after the
LHCb upgrade will refine the comparison, thereby strengthening the test of the Standard
Model.

2. B ! K`+`� observables

Here we present results for B ! K`+`� (` = µ, ⌧) observables in the Standard Model
using the Fermilab/MILC B ! K form factors [62]. Many previous phenomenological anal-
yses of B ! K`+`� related the tensor form factor fT to the vector form factor f

+

based on
approximate symmetries [78, 100]. The HPQCD Collaboration has also presented results
for B ! K observables using their own lattice-QCD form-factor determinations [43]. We
improve upon the Standard-Model predictions in that work and in Ref. [62] by incorporat-
ing hard-scattering contributions at low q2 and by using Wilson coe�cients that include
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FIG. 3: (left) Standard Model di↵erential branching fractions and experiment. (right) Form factor, input parameter,
and Wilson coe�cient (Ci) contributions to the error. The total error is the sum in quadrature of the components.

contributions [42, 43]) so is also a sensitive probe of new
physics. The flat term [42]

F `
H(q2

low

, q2
high

) =

R q2
high

q2
low

dq2 (a` + c`)

R q2
high

q2
low

dq2 (a` + c`/3)
(10)

is constructed as a ratio to reduce uncertainties. Eval-
uated in experimentally motivated q2 bins, values for
F e,µ,⌧
H are given in Tables II and III.

SUMMARY AND OUTLOOK

Employing unquenched lattice QCD form factors for
the rare decay B ! K`+`� [18], we calculate the first
model-independent Standard Model predictions for: dif-
ferential branching fractions; branching fractions inte-
grated over experimentally motivated q2 bins; ratios of

branching fractions potentially sensitive to new physics;
and the flat term in the angular distribution of the dif-
ferential decay rate. Where available, we compare with
experiment and previous calculations. For q2 >⇠ 10 GeV2

our results are more precise than previous Standard
Model predictions. For all q2 our results are consistent
with previous calculations and experiment.
Predictions for observables involving the ditau final

state are particularly precise and potentially sensitive to
new physics. Given this combination, measurements of
B⌧ , R⌧

` , or F
⌧
H by experimentalists would be particularly

interesting and welcome.
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FIG. 1. Observables for the decays B0 ! K⇤0µ+µ� (upper two rows) and B0
s ! �µ+µ� (bottom row; untagged averages

over the B̄0
s and B0

s distributions). The solid curves show our theoretical results in the Standard Model; the shaded areas give
the corresponding total uncertainties (with and without binning). The dashed curves correspond to the new-physics fit result
C9 = CSM

9 � 1.1, C0
9 = 1.1 (the uncertainties of the dashed curves are not shown for clarity). We also show our averages of

results from the CDF, LHCb, CMS, and ATLAS experiments [14, 51–53, 55] (note that S(LHCb)
4 = �S4 and P 0(LHCb)

4 = �P 0
4).

tainties in Eq. (14) are influenced by the theoretical and
experimental uncertainties, we performed new fits where
we artificially eliminated or reduced di↵erent sources of
uncertainty. In particular, setting all form factor un-
certainties to zero results in CNP

9 = �0.9 ± 0.4, C 0
9 =

0.7±0.5, and raises the statistical significance for nonzero
(CNP

9 , C 0
9) from 2� to 3�. Reducing instead the exper-

imental uncertainties can have a more dramatic e↵ect,
because some of the angular observables already have
very small theory uncertainties compared to the current
experimental uncertainties.

Our result (14) is in remarkable agreement with the
result (8) of the fit performed in Ref. [16], which did
not include the B0

s

! � µ+µ� data. Equation (14) is
also consistent with the value CNP

9 ⇠ �1.5 obtained in
Ref. [15], and with the very recent Bayesian analysis of
Ref. [22]. As expected [16, 18], the new-physics scenario
(14) does not remove the tension seen in bin 1 for S4/P 0

4.
Nevertheless, the fit (14) significantly improves the over-
all agreement with the data, reducing the total �2 by 5.7
and giving �2/d.o.f = 0.96. We also performed a fit of
the experimental data for all observables in bin 2 only,
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with fit parameters CNP
9 and C0

9. The contours correspond to
��2 = 2.30, 6.18, 11.83.

which gives

CNP
9 = �0.9 ± 0.7, C 0

9 = 0.4 ± 0.7 (bin 2 only). (15)

A major concern about the calculations is the possi-
bility of larger-than-expected contributions from broad
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FIG. 1. Observables for the decays B0 ! K⇤0µ+µ� (upper two rows) and B0
s ! �µ+µ� (bottom row; untagged averages

over the B̄0
s and B0

s distributions). The solid curves show our theoretical results in the Standard Model; the shaded areas give
the corresponding total uncertainties (with and without binning). The dashed curves correspond to the new-physics fit result
C9 = CSM

9 � 1.1, C0
9 = 1.1 (the uncertainties of the dashed curves are not shown for clarity). We also show our averages of

results from the CDF, LHCb, CMS, and ATLAS experiments [14, 51–53, 55] (note that S(LHCb)
4 = �S4 and P 0(LHCb)

4 = �P 0
4).

tainties in Eq. (14) are influenced by the theoretical and
experimental uncertainties, we performed new fits where
we artificially eliminated or reduced di↵erent sources of
uncertainty. In particular, setting all form factor un-
certainties to zero results in CNP

9 = �0.9 ± 0.4, C 0
9 =

0.7±0.5, and raises the statistical significance for nonzero
(CNP

9 , C 0
9) from 2� to 3�. Reducing instead the exper-

imental uncertainties can have a more dramatic e↵ect,
because some of the angular observables already have
very small theory uncertainties compared to the current
experimental uncertainties.

Our result (14) is in remarkable agreement with the
result (8) of the fit performed in Ref. [16], which did
not include the B0

s

! � µ+µ� data. Equation (14) is
also consistent with the value CNP

9 ⇠ �1.5 obtained in
Ref. [15], and with the very recent Bayesian analysis of
Ref. [22]. As expected [16, 18], the new-physics scenario
(14) does not remove the tension seen in bin 1 for S4/P 0

4.
Nevertheless, the fit (14) significantly improves the over-
all agreement with the data, reducing the total �2 by 5.7
and giving �2/d.o.f = 0.96. We also performed a fit of
the experimental data for all observables in bin 2 only,
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FIG. 2. The likelihood function of a fit to the B0 ! K⇤0µ+µ�

and B0
s ! �µ+µ� experimental data above q2 = 14.18GeV2,

with fit parameters CNP
9 and C0

9. The contours correspond to
��2 = 2.30, 6.18, 11.83.

which gives

CNP
9 = �0.9 ± 0.7, C 0

9 = 0.4 ± 0.7 (bin 2 only). (15)

A major concern about the calculations is the possi-
bility of larger-than-expected contributions from broad
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s and B0

s distributions). The solid curves show our theoretical results in the Standard Model; the shaded areas give
the corresponding total uncertainties (with and without binning). The dashed curves correspond to the new-physics fit result
C9 = CSM

9 � 1.1, C0
9 = 1.1 (the uncertainties of the dashed curves are not shown for clarity). We also show our averages of

results from the CDF, LHCb, CMS, and ATLAS experiments [14, 51–53, 55] (note that S(LHCb)
4 = �S4 and P 0(LHCb)

4 = �P 0
4).

tainties in Eq. (14) are influenced by the theoretical and
experimental uncertainties, we performed new fits where
we artificially eliminated or reduced di↵erent sources of
uncertainty. In particular, setting all form factor un-
certainties to zero results in CNP

9 = �0.9 ± 0.4, C 0
9 =

0.7±0.5, and raises the statistical significance for nonzero
(CNP

9 , C 0
9) from 2� to 3�. Reducing instead the exper-

imental uncertainties can have a more dramatic e↵ect,
because some of the angular observables already have
very small theory uncertainties compared to the current
experimental uncertainties.

Our result (14) is in remarkable agreement with the
result (8) of the fit performed in Ref. [16], which did
not include the B0

s ! � µ+µ� data. Equation (14) is
also consistent with the value CNP

9 ⇠ �1.5 obtained in
Ref. [15], and with the very recent Bayesian analysis of
Ref. [22]. As expected [16, 18], the new-physics scenario
(14) does not remove the tension seen in bin 1 for S4/P 0

4.
Nevertheless, the fit (14) significantly improves the over-
all agreement with the data, reducing the total �2 by 5.7
and giving �2/d.o.f = 0.96. We also performed a fit of
the experimental data for all observables in bin 2 only,
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which gives

CNP
9 = �0.9 ± 0.7, C 0

9 = 0.4 ± 0.7 (bin 2 only). (15)

A major concern about the calculations is the possi-
bility of larger-than-expected contributions from broad
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Fit to low recoil data (2013)

✤C9, C9’ assumed to be real 

✤Data in 2 highest q2 bins 

✦ B ➙ K*µµ (neutral mode): 
dB/dq2, FL, S3, S4, S5, AFB 

✦ Bs ➙ φµµ: dB/dq2, FL, S3 

✤Theory correlations between 
observables & bins taken into 
account

Likelihood function

Horgan, Liu, Meinel, Wingate, PRL 112, arXiv:1310.3887

Best fit: CNP
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FIG. 1. Observables for the decays B0 ! K⇤0µ+µ� (upper two rows) and B0
s ! �µ+µ� (bottom row; untagged averages

over the B̄0
s and B0

s distributions). The solid curves show our theoretical results in the Standard Model; the shaded areas give
the corresponding total uncertainties (with and without binning). The dashed curves correspond to the new-physics fit result
C9 = CSM

9 � 1.1, C0
9 = 1.1 (the uncertainties of the dashed curves are not shown for clarity). We also show our averages of

results from the CDF, LHCb, CMS, and ATLAS experiments [14, 51–53, 55] (note that S(LHCb)
4 = �S4 and P 0(LHCb)

4 = �P 0
4).

tainties in Eq. (14) are influenced by the theoretical and
experimental uncertainties, we performed new fits where
we artificially eliminated or reduced di↵erent sources of
uncertainty. In particular, setting all form factor un-
certainties to zero results in CNP

9 = �0.9 ± 0.4, C 0
9 =

0.7±0.5, and raises the statistical significance for nonzero
(CNP

9 , C 0
9) from 2� to 3�. Reducing instead the exper-

imental uncertainties can have a more dramatic e↵ect,
because some of the angular observables already have
very small theory uncertainties compared to the current
experimental uncertainties.

Our result (14) is in remarkable agreement with the
result (8) of the fit performed in Ref. [16], which did
not include the B0

s

! � µ+µ� data. Equation (14) is
also consistent with the value CNP

9 ⇠ �1.5 obtained in
Ref. [15], and with the very recent Bayesian analysis of
Ref. [22]. As expected [16, 18], the new-physics scenario
(14) does not remove the tension seen in bin 1 for S4/P 0

4.
Nevertheless, the fit (14) significantly improves the over-
all agreement with the data, reducing the total �2 by 5.7
and giving �2/d.o.f = 0.96. We also performed a fit of
the experimental data for all observables in bin 2 only,
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FIG. 2. The likelihood function of a fit to the B0 ! K⇤0µ+µ�

and B0
s ! �µ+µ� experimental data above q2 = 14.18GeV2,

with fit parameters CNP
9 and C0

9. The contours correspond to
��2 = 2.30, 6.18, 11.83.

which gives

CNP
9 = �0.9 ± 0.7, C 0

9 = 0.4 ± 0.7 (bin 2 only). (15)

A major concern about the calculations is the possi-
bility of larger-than-expected contributions from broad
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Λb ➝ Λ μ+μ−

✤ Contrary to rare B branching fractions, here the measured data at 
low recoil exceed the SM prediction.

τΛb
¼ ð1.466# 0.010Þ ps ð70Þ

from the 2015 update of the Review of Particle
Physics [85].
Our results for the Λb → Λμþμ− differential branching

fraction and the Λb → Λð→ pþπ−Þμþμ− angular observ-
ables are plotted in Figs. 8 and 9 as the cyan curves (without
binning) and the magenta curves (binned). Where available,
experimental data from LHCb [28] are included in the
figures. Note that for the angular observables, numerator
and denominator are binned separately,

hK̂ii½q2min;q
2
max' ¼

R q2max
q2min

Kidq2

R q2max
q2min

ðdΓ=dq2Þdq2
: ð71Þ

The binned observables are also listed numerically in
Table VII, including two additional wider bins at low
and high q2. The observables K̂3s and K̂3sc are negligibly
small in the Standard Model and are not shown here.
The uncertainties given for the Standard-Model predic-

tions are the total uncertainties, which include the statistical
and systematic uncertainties from the form factors (propa-
gated to the observables using the procedure explained in
Sec. IV), the perturbative uncertainties, an estimate of
quark-hadron duality violations (discussed further below),
and the parametric uncertainties from Eqs. (64), (69), and
(70). For all observables considered here (but not for K̂3s
and K̂3sc), the uncertainties associated with the subleading
contributions from the OPE (at high q2) are negligible
compared to the other uncertainties. The central values of
the observables were computed at the renormalization scale
μ ¼ 4.2 GeV; to estimate the perturbative uncertainties, we
varied the renormalization scale from μ ¼ 2.1 GeV to
μ ¼ 8.4 GeV. When doing this scale variation, we also
included the renormalization-group (RG) running of the
tensor form factors from the nominal scale μ0 ¼ 4.2 GeV
to the scale μ, by multiplying these form factors with

!
αsðμÞ
αsðμ0Þ

"−γð0ÞT =ð2β0Þ
ð72Þ

(as in Ref. [8]), where γð0ÞT ¼ 2CF ¼ 8=3 is the anomalous
dimension of the tensor current [98], and β0 ¼
ð11Nc − 2NfÞ=3 ¼ 23=3 is the leading-order QCD beta
function [99] for 5 active flavors. Even though we did not
perform a one-loop calculation of the residual lattice-to-
continuum matching factors for the tensor currents, our
estimates of the renormalization uncertainties in the tensor
form factors as discussed in Sec. IV are specific for
μ ¼ 4.2 GeV, and doing the RG running avoids a double
counting of these uncertainties. Note that the contributions
of the tensor form factors to the observables are propor-
tional to 1=q2 (because of the photon propagator connect-
ing O7 to the lepton current), and are suppressed relative to
those from the vector and axial vector form factors at high
q2. At low q2, the other uncertainties (statistical uncertain-
ties, z-expansion uncertainties, etc.) in the tensor form
factors dominate over the uncertainties from the matching
factors.
The functions Ceff

7 ðq2Þ and Ceff
9 ðq2Þ have been computed

in perturbation theory and do not correctly describe the
local q2 dependence resulting from charmonium resonan-
ces [24]. The q2 region near q2 ¼ m2

J=ψ and q2 ¼ m2
ψ 0

resonances is excluded for this reason. In the high-q2

region, which is affected by multiple broad charmonium
resonances [24], it is has been argued using quark-hadron

TABLE VI. Wilson coefficients, b-quark mass, and strong and
electromagnetic couplings in the MS scheme at the nominal scale
μ ¼ 4.2 GeV and at the low and high scales used to estimate the
perturbative uncertainties. The values shown here were computed
using the EOS [93,94] and alphaQED [96,97] packages. Even
though some of the quantities in this table are strongly scale
dependent, most of this dependence cancels in the physical
observables.

μ ¼ 2.1 GeV μ ¼ 4.2 GeV μ ¼ 8.4 GeV

C1 −0.4965 −0.2877 −0.1488
C2 1.0246 1.0101 1.0036
C3 −0.0143 −0.0060 −0.0027
C4 −0.1500 −0.0860 −0.0543
C5 0.0010 0.0004 0.0002
C6 0.0032 0.0011 0.0004
C7 −0.3782 −0.3361 −0.3036
C8 −0.2133 −0.1821 −0.1629
C9 4.5692 4.2745 3.8698
C10 −4.1602 −4.1602 −4.1602
mMS

b [GeV] 4.9236 4.2000 3.7504
αs 0.2945 0.2233 0.1851
αe 1=134.44 1=133.28 1=132.51

FIG. 8. Λb → Λμþμ− differential branching fraction calculated
in the Standard Model, compared to experimental data from
LHCb [28] (black points; error bars are shown both including
and excluding the uncertainty from the normalization mode
Λb → J=ψΛ [85]).

Λb → Λℓþℓ− FORM … PHYSICAL REVIEW D 93, 074501 (2016)

074501-17

Detmold & Meinel, PRD 93 (2016)
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Neutral current K ➝ π decays

✤ Recent work by RBC-UKQCD: Xu Feng was due to speak here

✤ Long distance contributions important for the decays

✤ Amplitude

✤ Example contractions

K± ! ⇡±`+`� KS ! ⇡0`+`�

units unless otherwise stated.

II. OPERATORS AND CONTRACTIONS

The expression for the long-distance Minkowski amplitude we wish to compute is given

by

Ai
µ

�
q2
�

=

Z
d4x

⌦
⇡i

(p) |T [Jµ (0) HW (x)] |Ki
(k)

↵
, (1)

where q = k � p and i = +, 0. Using electromagnetic gauge invariance this non-local matrix

element can be written as

Ai
µ

�
q2
�

⌘ �i GF
V i

(z)

(4⇡)

2

⇣
q2 (k + p)µ �

�
M2

K � M2
⇡

�
qµ

⌘
, (2)

where non-perturbative QCD effects are contained in the form factor V i
(z), z = q2/M2

K

(note we are using the notation of Ref. [12] for V i
(z)).

The four-flavour effective weak Hamiltonian relevant to the transition s ! d`+`�, renor-

malized at a scale µ with MW � µ > mc, is defined by [14]

HW =

GFp
2

V ⇤
usVud

 
2X

j=1

Cj

�
Qu

j � Qc
j

�
+

8X

j=3

CjQj + O
✓

V ⇤
tsVtd

V ⇤
usVud

◆!
. (3)

In practice the operators Q3,...,8 may be neglected as the corresponding Wilson coefficients

C3,...,8 are much smaller than those of Q1 and Q2 [11, 14]. We will therefore consider only

these two operators, defined as

Qq
1 =

�
s̄i�

L
µdi

� �
q̄j�

L,µqj
�
, Qq

2 =

�
s̄i�

L
µdj

� �
q̄j�

L,µqi
�
, (4)

where i, j are summed colour indices and �L
µ = �µ (1 � �5). For clarity, in later sections we

will refer to the operator

HW =

2X

j=1

Cj

�
Qu

j � Qc
j

�
, (5)

and the prefactor GFV ⇤
usVud/

p
2 will be inserted later. In the lattice computations we start by

determining the matrix elements of these bare lattice operators and then use non-perturbative

renormalization to obtain them in the RI-SMOM scheme. We subsequently use perturba-

tion theory to match with the Wilson coefficients for the MS scheme, which are known at

6

K± ! ⇡±⌫⌫̄

`

`s

`

K ⇡

`

`

`

s

K ⇡

`

`

u, c

s
K ⇡

u, c

`

`s

K ⇡

W C S E

(Wing) (Connected) (Saucer) (Eye)

FIG. 1. The four classes of diagrams obtained after performing the Wick contractions of the charged

pion and kaon interpolating operators with the HW operator.

`
Jµ

`

`

`

s

K ⇡

s
Jµ

s

`

`

`

K ⇡

`
Jµ

`
`

`s

K ⇡

`Jµ
`

` `

s

K ⇡

`

`

`

s

u, d, s, c

K ⇡

Jµ

FIG. 2. The 5 possible current insertions for the C class of diagrams.

roughly estimated using the formulae of Ref. [18]. Such an estimate suggests that the new

diagrams obtained by introducing an electromagnetic current vertex into the charm and up

loops in the S and E graphs of Fig. 1 may give a relatively large effect. Such an effect is best

determined by a complete lattice calculation of such GIM-subtracted contributions, which

necessarily contains a valence charm quark.

d

u, ds

u, c u, d

K ⇡
Jµ

d

u, d

u, c

s

u, d

K ⇡
Jµ

FIG. 3. The additional two classes of diagrams obtained after performing the Wick contractions of

the neutral pion and kaon interpolating operators with the HW operator.
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Exploratory calculation

✤ Correlation functions include contributions from multi-pion states

✤ These lead to exponentially growing contributions (when intermediate 
energy < EK) which must be removed

✤ 2 subtraction methods tested

✤ Approach looks feasible
Christ et al., PRD 92 (2015)

Christ et al., arXiv:1608.07585

III. DETERMINATION OF THE MATRIX ELEMENT

In this section we outline the analysis techniques necessary to extract rare kaon decay

amplitudes from the four-point (4pt) correlators measured in our lattice simulation. We

begin by discussing the extraction of Euclidean amplitudes in the continuum, followed by a

discussion of the additional considerations we must make in discrete spacetime.

A. Continuum Euclidean Correlators

In order to measure the amplitude given by Eq. (1) on the lattice, we start by defining

the ‘unintegrated’ 4pt correlator

�

(4)
µ (tH , tJ ,k,p) =

Z
d3

x

Z
d3

y e�iq·x
D
�⇡ (t⇡,p) T [Jµ (tJ ,x) HW (tH ,y)] �†

K (tK ,k)

E
, (7)

where the operator �P (t,p) is the annihilation operator for a pseudoscalar meson P with

momentum p at a time t. To obtain the decay amplitude we must consider the integrated

4pt correlator,

Iµ (Ta, Tb,k,p) = e�(E⇡(p)�EK(k))tJ

Z tJ+Tb

tJ�Ta

dtH ˜

�

(4)
µ (tH , tJ ,k,p) , (8)

in the limit Ta, Tb ! 1 [10]. We define ˜

�

(4)
µ as the ‘reduced’ correlator after dividing out the

source/sink factors and normalizations which do not contribute to the final amplitude, i.e.

˜

�

(4)
µ =

�

(4)
µ

Z⇡K

, Z⇡K =

Z⇡Z
†
KL3

4E⇡ (p) EK (k)

e�t⇡E⇡(p)+tKEK(k), (9)

with Z⇡ =

⌦
⇡ (k) |�⇡ (p) |0

↵
, Z†

K =

⌦
0|�†

K (k) |K (k)

↵
, and EK (k) and E⇡ (p) are the initial

state kaon and final state pion energies respectively. These parameters can be extracted from

fits of the relevant two-point (2pt) correlation functions. We account for the factor of L3 (i.e.

the spacial volume) as we integrate both x and y over all space. The exponential factor

outside the integral in Eq. (8) effectively translates the decay to tJ = 0 (as is allowed by

translational invariance); we will therefore omit further tJ dependence from our expressions.

The spectral decomposition of the unintegrated 4pt correlator for tK ⌧ tH and tH ⌧ t⇡

9

can be written as:

˜

�

(4)
µ (tH ,k,p) =

8
><

>:

R1
0 dE

⇢ (E)

2E
h⇡ (p) |Jµ|E,ki hE,k|HW |K (k)i e�(EK(k)�E)tH , tH < 0,

R1
0 dE

⇢S (E)

2E
h⇡ (p) |HW |E,pi hE,p|Jµ|K (k)i e�(E�E⇡(p))tH , tH > 0,

(10)

where the functions ⇢ (E) and ⇢S (E) are the relevant spectral densities which select states

with strangeness S = 0 and S = 1 respectively. The integral over tH in Eq. (8) can thus be

computed analytically to obtain:

Iµ (Ta, Tb,k,p) = �
Z 1

0

dE
⇢ (E)

2E

h⇡ (p) |Jµ|E,ki hE,k|HW |K (k)i
EK (k) � E

�
1 � e(EK(k)�E)Ta

�

+

Z 1

0

dE
⇢S (E)

2E

h⇡ (p) |HW |E,pi hE,p|Jµ|K (k)i
E � E⇡ (p)

�
1 � e�(E�E⇡(p))Tb

�
.

(11)

The rare kaon decay amplitude we wish to calculate corresponds to the constant terms in

the above equation (i.e. those that don’t depend on the exponentials in Ta and Tb) [10]. The

states |E,pi in the second line of Eq. (11) must have the flavour quantum numbers of a kaon,

i.e. S = 1, and thus all possible states will have E > E⇡ (p); given a sufficiently large Tb

this half of the integral should converge to the appropriate value. However the states |E,ki
in the first line have the quantum numbers of a pion. For physical pion and kaon masses

there are three permitted intermediate states with E < EK (k) (namely one, two and three

pion states), which will cause the integral to diverge with increasing Ta. These exponentially

growing contributions from these three types of intermediate states do not contribute to the

overall decay width and therefore must be removed in order to extract the relevant Minkowski

amplitude,

Aµ

�
q2
�

= �i
GFp

2

V ⇤
usVud lim

Ta,Tb!1
˜Iµ (Ta, Tb,k,p) , (12)

where ˜Iµ indicates the integrated 4pt correlator after subtracting the exponentially growing

contributions [10].

B. Lattice Implementation

In our lattice simulation we compute the correlator in Eq. (7) in a finite volume at a

finite lattice spacing; for the purposes of our analysis it is useful to translate these contin-
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Conclusions

✤ Matrix elements of short-distance rare-decay operators

✤ Baryon decay rate currently spoiling picture of single new C9

✤ Progress on matrix elements of nonlocal operators in K sector


