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New Strategles at CMS
| ASET Seminar for the HL- LI'IC
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Main Topics and Collaborators

MIP Timing Detector
Brown, Caltech, Florida State, Notre Dame, Princeton, MIT, UVa,

FNAL, INFN, Milano Bicocca, Roma1l, Padova , Trieste, LIP, ETH
/, Sacaly

Trigger

Vienna, Beijing, Cyprus, Tallinn, LLR, NKUA, loannina, TIFR,
Bologna, Padova, Warsaw-IEP, Warsaw-INS, CIEMAT, Bristol,
RAL, ICL, FNAL, Boulder, Boston, MIT, UIC, TAMU, Dauvis,
Northwestern, Florida, Rice, UCLA, Wisconsin, Rutgers,
Princeton
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Motivations for an High Luminosity-LHC

The LHC plans a program of Increased Luminosity over
the next 10 years

=More data should lead to more precise measurements
and searches with finer sensitivity

2013 | 2014 | 2015 2016 | 2017

2018 | 2019 | 2020 | 2021 | 2022 | 2023 | 2024 | 2025 | 2026 | 2027 | 2028 | 2029 | .=2

2016 2x1034cm-2s-
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Challenges of the High Luminosity LHC (HL-LHC)

» Due to the increased instantaneous luminosity, the HL-LHC
represents a significant challenge for Event Reconstruction and
Primary Vertex identification

» While thousands of tracks, vertices and calorimeter clusters must be
accurately reconstructed most of the tracker hits and calo deposits are
due to Pile Up ... very little of this information is interesting for
physics analysis!
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The Eftects ot High Pileup in Reconstruction
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» Compared to current running conditions the HL-LHC will see a substantial 5
Increase Iin pileup line-density =2
®)

» LHC Peak Vertex Density is 0.3-0.4 mm-~1 , whereas at 140 and 200 pileup
events, the peak vertex density is 1.3 mm~T and 1.9 mm-1
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The Eftects ot High Pileup in Reconstruction
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» Track-PV association In tt events increases and Tau lepton

Identification efficiency decreases as a function of vertex density 3
.2,
» This has a major effect on key SM and BSM analyses which are critical to ©

the future success of CMS
» Good Particle-Vertex association is essential to maintaining a good
physics program at CMS 7




Time Structure of Crossing Bunches

What can be done?

» During collisions, bunch crossing
operates over a discrete time
interval

» When bunches overlap entirely
there is maximum pileup density as
well as maximum spread in z-axis

» Normally CMS sees only the

integral of this process over time

» Need to discriminate between
vertices over an RMS of ~180 ps
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Eftects of Timing Information on Track Reconstruction

Including a single layer of MIP Timing information to
nominal Track ldentification techniques

» Track Minimally lonizing Particles  *,| o emanca ‘
(MIPs) not just by position but also | ——ome ;. f
by Time : N ¢ N "
o i | .
o AR A ’*'U-'u'k !
Simulated time of flight resolution | ' e 4$ 4
or=30 ps : Mo
» 15% merged vertices reduce to 1.5% ’ ’ : “ eiem
- Purity of vertices recovered! S ‘

e &) Trarkes

» In 50 PU figure, ample separation of ol
previously merged vertices apparent 4 |
at -7.3cm and 3cm

» Separation of previously merged 2 F 4
vertices notably present =4 I
throughout 200 PU!
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Eftects of Timing Information on Track Reconstruction

Including a single layer of MIP Tlmlng mformatlon to
nominal Track ldentification techi—

Simulaled Vertices

:% y 3D Reconstructed Vertices
» Time of flight resolution ~30 ps @ 4D Reconstruction Vertices
0.| ——— 4D Tracks
— $ .
: 0al LAy
» 15% merged vertices reduce to ks _ ﬂ “h{. f ' i
~1.5% | A SN TR VAN
- Purity of vertices recovered! 02— fors :
'0'4:_ | | .4 ............. | I
» In 50 PU ample separation of i ° "’ "z

previously merged vertices
apparent at -7.3cm and 3cm

» Separation of previously merged
vertices notably present
throughout 200 PU!
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MIP Timing Detector Layout

» Additional thin MIP Timing Detector between tracker outer layer and
ECAL Front End cooling plates

[.Ojalvo Trigger & Timing for Phase 2 Nov 17, 2017

» Just outside the tracker, Acceptance: |n|<3.0 and pt>0.7 GeV

» Designed to have limited or negligib1l1e effect on tracker performance
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Mechanical Structure (Barrel Timing Layer)

Designed to minimally affect the existing Physics program at CMS
» Crystals + SIPM attached to the Tracker Support Tube
» Inner radius of 116.6 cm and length of 520 cm
» Thermal Gradient of -30°C |

to 18°C
» BTL covers Total Surface R47 8740 [R1216.00]
|r]|<~1 5 Area ~40m?2 <45 7067 (R1161.00 R47.9527 [R1218.00]

R46.8504 [R1190.00]
R45.7874 [R1163.00]

modules R46.7716 [R1188.00]
. ~ 2
(16x4 crystals+SiPM) 4™

1 tray, 2 half trays
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Fundamental Cell Design (Barrel Timing Layer)

» Thin Crystals with SiPM affixed to the back (thin detector!)

» 1 detector cell will be either 11x11 or 12x12 mm2 coupled to

SiPMs with a size of ~4x4 mm?2

» In order to reduce the material budget in front of ECAL the crystal
thickness will vary based on pseudo rapidity (position in the detector)

» Optimal Crystal width 3.75 to 2.4 mm

» Amount of light produced by
a charged particle should not
decrease with n

» Slant thickness traversed by particles

scales like 1/sin(8)

» Readout ASIC will be connected directly to the SiFivi
» Readout chip (TOFPET2) requires precision better than 20ps power

Q

Slant thickness / x
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consumption less than 20mW per channel

» LYSO:Ce crystals read-out with silicon photomultipliers (SiPMs)
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Fast Scintillating Crystals for Precision Timing

» LYSO:CE crystals
» short decay time, high light output, excellent Scintillator

» In Test Beams, sensors with similar geometry as for the BTL have been
proven capable of achieving MIP Timing resolution better than 30ps

» In these devices a MIP was detected with 100% efficiency
» Capable of withstanding 100MRad with minimal transparency loss
» Overall, performance is simulated well

Geertd Prelrina Irrl'.! FoCa

= Ocoinc = (26 9 x0. 6) Ps .
| Ogoinc = (14.5 %= 0.5) ps , | 1 y

events

o Uncorrected R
* Amp. walk corr.

N \\ o ~ 10 ps / crystal : e e
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Endcap Timing Layer

» Sits in front of the HGCAL Detector, covers 1.6 < |n| < 2.9
» Due to its position a later installation could be possible

[.Ojalvo Trigger & Timing for Phase 2 Nov 17, 2017
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Low Gain Avalanche Devices (LGADs)

» Ultra Fast Silicon Detectors
» Optimize silicon sensor to increase dV/dt (gain), reduce shot noise,
decrease landau fluctuations (thinning to 50 um)

» < 30ps resolution achieved up to a fluence of 3e14 n. eq.

x4 CMS CT-PPS

«—p D
p,' ' p-o

Traditional silicon detector Low gain avalanche detectors

CNM production

- IATLAS High Granularity Timing Det.
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Detector Readout

» To with stand the HL-LHC
occupancy the cell size is
chosen such that the
occupancy will only be a few
percent

Bl EBESEES S

» Due to proximity to sensors,
requires minimal EMI

» Requires low-power, radiation
hard and high bandwidth
preamps

» Current TOFPETZ2 chip is a 64 channel ASIC based on CMOS 110 nm
technology (radiation tolerant up to ~ 10 MRad) for the Barrel

» Dedicated Read-Out Chip being developed for the Endcap

17



Test Beam CERN Aug. 30 to Sep. 06

BTL Configuration Testing

» Study reproducibility of signal amplitude and
time resolution with many channels
- Using sensors + module assembly

» Integrate TOFPET2 DAQ with test beam
infrastructure

- Crystals: 16 - 11x11x2 mm? (lat faces unpolished)
- SiPM: 16 - 6x6 mm? HPK 50 um (S13360-6050CS)

Single Sensor Testing

» (Re-)Test 9-in-1 SiPM array from FBK
» Improved alignment with Photek, aluminization of area
between SiPMs

» Study uniformity with different surface states:
» naked, rear Teflon-wrapping, full Teflon-wrapping, Vikuiti
reflector, black paint on back of SiPM

» Study new SiPMs from FBK:
Device, Size, Manufacturer

6x6 mm? HPK 50 um

6x6 mm? FBK NUV-HD 30 um

5x5 mm? FBK NUV-HD 20 um

4x4 mm? FBK NUV-HD 25 um 18

4x4/5x5/6x6 mm* - FBK NUV-HD



Reconstruction and a Few
Performance Results
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Simulation and Reconstruction with Timing

» Time-aware extension of the deterministic annealing technique for
vertex reconstruction

» Technique easily extendable to multiple dimensions with large number of
states

» Significant impact on b-tagging, pile up jet ID, ETMiss calculations and
Isolation (especially for Taus)

» Further extended to tie individual photons reconstructed in the calorimeters
to a collision vertex

» First determine a reference time for EM shower

» Then assign it in a straight trajectory to the vertex with corresponding z-
position (includes time-of-flight corrections)
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Reduction on Pileup Tracks associated to Hard Interaction®

CMS Simulation preliminary 13 TeV

» Reducing the number of tracks from Pile >
Up associated to the Hard Interaction is an S X men e o
essential step to reducing the effects from a S o7
High PU environment g 06
8 0.5 oHL-LHCBS, 3D vix, PU=140
» In Run Il, a cut of |Az(track,PV)| < 1mm was & 04" LHLLNCBS, 4 vx. PU-1a0
0.3F »HL-LHC BS, 4D vtx, PU=200
commonly used 2 ook zr::oe;e(;:‘t’r:cksss
o ' _ p_>0. ,d,<3.5¢cm
» With Timing, augment with a selection of - 0 OO OO O OO O O

|At(track,PV)| < 60ps equivalent to 0 02040608 1 12141618 2
~30 At(track, PV)

[.Ojalvo Trigger & Timing for Phase 2 Nov 17, 2017

S 4OCMS Simulation preliminary 13 TeV 1CMS Simulation preliminary 13 TeV
i = :
& b zum evem tfﬁcks '% 0.9}  zuu event tracks
Study of ttand Z—pp: § [ PP°%Y | 8 g5  Pp09Ge
%) . 25, 3] Q
G C 0=t:t=g g, gg vix, :U=1 40 5 0.7 «HL-LHC BS, 3D vix, PU=140
. . R L] I—— & »3Dvix, PU=200 .| @ +HL-LHC BS, 3D vtx, PU=200
- - = CBS. - r—rt o |
» True Track-PV efficiency ¢ | :iiiglgwnag |3 08 idesiwn
preserved o | I T s
= ‘S - e . * b4
» Pile Up Track-PV fo_l 10f- e B e § g-z . 4-5x
. . . I » 4 : © . ¢ .
aSSOClatIOH reduced Wlth * 5—,A.--vvv' > o1 4 y v 3 ' redUCtlon
. ....lﬁ.z!’ Sl P PP I i 0 Ch-h NS elaast,
PVdenS|ty 00020406081121416182 3 0020406081121416182
Density (events/mm) = Density (events/mm) w
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Muon Isolation

- Tight Muon Isolation
A — s Zero Pnleu;la.
- —— 140PU HL-LHC Beamspol
—e— 140PU HL-LHC Beamspol + MIP Tummg
0.65. 200PU HL-LHC Beamspot
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0.1- —— 140PU HL-LHC Beamspot + MIP T‘mml
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o @
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—»— 200PU HL-LHC Beamspot
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! | ! L ] _ ] L1 Ll L L [ o [
0. E30 0 5 1 ' 1.5 2 2.5 00 0.5 1 ' 1.5 2 2.5
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» Charged Particles comprise the largest fraction of hadronic activity
in the event
» Charged Isolation sums are the most important contribution to isolation
sums in the context of identifying true isolated leptons and photons
» Number of PU tracks associated to the PV are reduced with the
MTD

» Showing Tight WP -> Relative Isolation of < 0.05

22
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Tau Isolation

» Due to their composite nature (1 prong, 1 prong + 19, 3 prong, 3 prong +
9) Taus are very susceptible to the effects of pileup

» Even for Run |l Tau fake probability is high compared to signal efficiency
» Ability to distinguish between PU hadrons and True hadrons is
essential to performing H->TauTau analysis with HL-LHC

» Performance is measured using PF Charged Isolation with PV-matched

Charged Hadrons with and without timing
23
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H->Gammagamma

CMS Frojsction 3000fb™" (13TeV) CMS Projection 3000fb™ (13TeV)
=y H—yy
iida:;l;i:i| Vl:l:ﬂ:(-)l :1 . e 52 (BIF% Vartax Et:cl&"cy] | ﬁ;l:cial VOIUIT:B :' stat. © exp.
Pr v =glg)m, 524+ Oatimizds (7R% Venex CHiziancy] P [-(1 -123] > §( 3) m,
Wy, Ne2s 82+ Intermedlate (35% Verex Effidzncy) by®&" ('(' 2)I <25 stat. only

180}, (1, ) < 10 GeV

» S2+ Intermediate

524+ Peselmietic (10% Vartax Cciensy)

18030 (v, ) <10 GeV

.. . £ [ S/(S+B)-weighted o2=171 GeV
- Timing in Calo 5 | sgnaimodels ) ol = S2 T 0014 (siat) = 0.029 (exp.)
E‘ - A — - L
g - So2+ (PeSJ | ——
= = g : - % 0.017 (siat) = 0.030 (exp.) |
» S2+ Optimistic =l: | :
- Timing in Calo ; | S2+(Int) 5578 (swr) - 003 exp) |- C
And in Timing Layer ¢ | s24 (0p) T EEmO ST e | =
s L1 1 1 l | B— Ll I | IR l 1 Ll l I . l Ll l 1 lllllll.lvll I.ll.llllllll.l.ll 1
110 15 -20 125 3¢ 135 11 12 13 14 -1 0 1 2 3 085 1 1.051.1°.951.2
m,, (GeV) o, relative to S2 (GeV) relative expected uncertainty on o, (%)  uncerlainty relative to S2

» Improvements correspond to approximately 30%
increase in total integrated luminosity

» Primary vertex efficiency is 75% -> Nearly
recovering current running conditions

» Photons which convert in the MTD volume have
similarly narrow showers to those which are
unconverted up to the ECAL face
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Jets and PF Charged Hadron Multiplicity

16—

# of Charged PFCandidates associated to PV

06}~ —— with Timing

04—
s —— without Timing
02—
- L | | 1 ek
%3 -2 1 0 2 3
PFCandidate 1

» Track Vertex association with Timing

requires Az<1mm and At<90ps

» Multiplicity of Charged Particles
significantly reduced with Timing

» Addition of timing reduces pile up jet

probability by 35 to 50%

-0.022
N —— with Tim
: ocef ng p, > 30 GeV
o018 - ~ without Timing
S0M6 | —
£ - -
80.014 |-
0012 B
0.0 _l_‘— m
0.008 |- n
0.008 |- T
0.004 | = i
0.002 - —
ok — : i -
s -2 =1 D 1 2 3
Jotn
——— e ———
-
~— wth Timin
3 g p, > 30 GeV
g wthout Timing
3
®
o<
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Trigger System at CMS




Trigger System at CMS

| Data 1S selected
offline analysis with the |
2-tiered trigger system |

SR TR OWE OWE OWE OWE W W W W OWE W OWE W W

‘Level 1 Trigger

Coarse Calorimeter Readout
. No Tracking Input! Very Fast!

SR G G G G O Ohh OhE O O O O T T =

L1A\ 100kHz

Ingh Level Trigger

» ' Full Detector Information
Avallable -> trade off: Fast Algos

— - . . . S S . .. .. . . . ..

Final Decision ~1 kHz

[.Ojalvo Trigger & Timing for Phase 2 Nov 17, 2017

40MHz Collision Rate : RECO and Oftline Analysis
~1MBjevent T TTTooooooo
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Calorimeter Trigger Design Run | System

( HCAL Optical J
Splitters

3 US
120BX

Regional
Calo Trigger

Global
Calo Trigger

» Coarse inputs from the Calorimeters
» Generate a trigger within 3 uS at a max rate of 100kHz

» Upgraded system installed in parallel, extra optical links
28

Legacy L1 Trigger System

<

[.Ojalvo Trigger & Timing for Phase 2 Nov 17, 2017

A



Calorimeter Trigger Design Current (Run Il) System

[ HCAL Optical
Splitters

3uS | E 3
+ Regional Layer 1 CTP7 *ci

1 20 BX A Calo Trigger Calo Trigger %)
5 O

3 )

3 8
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» Trigger system upgrade policy has been to have the new system be
Installed mostly in parallel while we commission the new system

» Much needed safety for an essential system!
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Calorimeter Trigger Design Current (Run Il) System

[ HCAL Optical
Splitters
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» Trigger system upgrade policy has been to have the new system be
Installed mostly in parallel while we commission the new system

» Much needed safety for an essential system!
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Calorimeter Trigger Design Current (Run Il) System

[ HCAL Optical
Splitters

\Stage-3?

—

xf_/

3 US |
Regional Layer 1 CTP7
1 20 BX Calo Trigger Calo Trigger

Stage-1

Stage-2

Global Layer 2 MP7
Calo Trigger Calo Trigger

» Trigger system upgrade policy has been to have the new system be
Installed mostly in parallel while we commission the new system

» Much needed safety for an essential system!
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Legacy L1 Trigger System
Current L1 Trigger System
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Current Boards Phase 1

Back-plane
Tx/Rx links

Optical 10G links
on CXP Modules

University of Wisconsin - Madison

» Virtex 7 used as main processor board
» Half a Million Logic Cells, Up to 500MHz Clock
Frequency, MultiGigabit transceivers
» Large amount of I/O

» CTP7 uses Embedded Linux for ancillary functions
» Firmware storage on uSD cards
» 30 boards installed at CMS

32



Installation

[.Ojalvo Trigger & Timing for Phase 2 Nov 17, 2017
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Upgrade Phase 2

CMS Trigger System for HL-LHC

‘ [.Ojalvo Trigger & Timing for Phase 2 Nov 17, 2017
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Trigger Design Phase-ll (HL-LHC) Upgrade System

» Tracking system for input, improved ECAL granularity, HGCAL
» Generate a trigger within 12.5 uS at a max rate of 750kHz

EC
SAEE
5 US v _——
200BX | | x| [eee * *
TPG TPG Track Track
s Finder inder
v
100BX

\4

i\’possibre direct links from TF

*possible direct links to GT

Global |
Trigger

35
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Algorithms tor Phase |I

M

Calorimeter Only

Phase Il

[.Ojalvo Trigger & Timing for Phase 2 Nov 17, 2017
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Overview on main technologies

Phase Il Trigger Upgrade is e AL 7
attempting to bring more offline = i
reconstruction to Level 1 while ok SP Pulomare (A 2848
increasing flexibility e B
e :

What is needed? e
» Large, multi-purpose Ultrascale+ o«

class FPGAs

» Industry FPGA size appears to be more
than doubling with each generation

» Programmable Systems are
excellent for improving algorithms over time!

» Multi-Gigabit Transceiver Links 16 to 25 Gb/s

» Advanced Telecommunications Architecture
(ATCA) Form Factor
» Better Form Factor for board routing

» IPMI and Embedded Linux Solutions
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R&D Program

Key technologies/challenges : . |
»FireFly Modules, Multi-Gbit
transceivers/optics
» ATCA form factor

»Embedded Linux Eye diagrams for 26Gb/s transceivers
»Large RAM

»Power delivery and thermal
management

»System level integration &
maintenance

|
\

Py Lt =y S G2 T8 “;

1% s L “f.”
B PO L

i i @Pulse
H5077NL
o 1038.GLY GHiNA

[.Ojalvo Trigger & Timing for Phase 2 Nov 17, 2017
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Development Boards

Advanced Processor Development Board (APd1)

Embedded Linux Mezzanine
) o~ P Targets a single high-end Xilinx FPGA (C2104 package)

Allows up to 96 optical link pairs
Supports speeds up to 16 or 25 Gb/s or a mix of both using Samtec
Firefly Modules
Carry two mezzanines: IPMI controller, Embedded Linux endpoint
» both based on the Xilinx ZYNQ platform
Partial prototyping taking place on the Controller Development
Board (CDB)
8 4 {3 ) The CDB will also be the initial test platform for 10 Gb/s Ethernet,
7Y j e ] ('}} st Bl on-board Ethernet switching and persistence storage on SSDs

v v v Vv

v

ummmn .

v

ATCA Service Card (Core Infrastructure)

» Modular Processing Path supports different FPGAs
» Processing sites support up to 96 links at 26 GB/s
» Primary goal reduce manufacture risk given the
high
value of the FPGAs
» Interconnect is a new technology and will need
careful evaluation
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Algorithms




e HLS is an automated design process that interprets algorithm
specification at a high abstraction level and creates digital hardware/
RTL code that implements that behavior

e HLS significantly accelerates design time while keeping full control over
the choice of optimal architecture exploration, proper level of
parallelism and implementation constraints

e Reduces overall verification effort

* Several HLS options in use: product / vendor:

Catapult-C / Calvpto Design Systems
BlueSpec / BlueSpec Inc.
Symphony C / Synopsys
MaxCompiler / Maxeler
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Cynthesizer / Cadence

HDL Coder / MathWorks (Matlab) Pioneered @ CMS by A. Svetek

OpenCL (Intel/Altera)

Vivado HLS / Xilinx + Team at UW Madison
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Xilinx Vivado HLS

Vivado HLS C/C++ libraries contain functions and constructs that are
optimized for implementation in an FPGA.

Using these libraries helps to ensure high Quality of Results (QoR)
final output is a high-performance design that makes optimal use of the

FPGA resources.

Vivado HLS also provides additional libraries to extend the standard C/C++

languages:

e Arbitrary precision data type (e.g. 5-bit unsigned integer: ap_uint<5>)
e Fixed-point data type (e.g 18-bit integer with 6 bits above binary point:

ap_fixed<18,6,AP_RND >

e Half-precision (16-bit) floating-point data types
e Math and video operations, Xilinx IP functions (FFT, FIR)

Radar Design RTL Approach | Vivado His
(1024x64 floating-point QRD) (VHDL)

Design Time (weeks) 12 1
Latency (ms) 37 21
Resources: 1

* BRAMS 273 38

* FFs 29,686 14,263

* LUTs 28,512 24,257

HLS QoR (* from Xilinx brochure)

42

Realistic? Let’s evaluate!

UW-Madison actively studying Xilinx Vivado
HLS tools, in a joint effort with with Princeton,
and TIFR. Utilizing a test platform using a CTP7
Virtex-7 board to evaluate HLS algorithms in
actual hardware. Promising results so far,
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HLS caveats, traps and pit-talls

It’s a disruptive technology
it implies change in the methodologies, in the design processes, and to
some extent, in the skills required.

Not all C/C++ coding styles are equal in terms of QoR, and there is still the
potential for ending up with poor quality RTL when the C++ code is not
suited for HLS
Required resource estimates provided by HLS tools might not be always

reliable and need careful checking

Good style not only requires an understanding of the underlying hardware

architecture of an algorithm, so that it is reflected in the C++ design, but
also an understanding of how HLS works.
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Example Algorithm with HLS

N
Example: HLS algorithm to compute “Pile Up” Level as part of CMS Trigger Calorimeter Logic S
AN
1 #include <stdioc.h> D
2 #include "ap_int.h"
>
3
@)
4 #define NR_CALO REG 6 7) * 2 * 18 [/ 488 H H
: deFine PUR LEVEL BTTSIZE (9) ! * Fully ANSI compliant C impl. Z
6
7 // helper function to count number of bits set in “bitString” o
5= ap_uint<PUM _ LEVEL BITSIZE> popcount(ap uint<NR_CALO REG> bitString) v
g . . .
16 | ap_uint<PUM_LEVEL BITSIZE> popent = 6;  Vivado HLS compiler guided by @
118 loop popent: for (int b = 8; b < NR_CALO REG; b++) . . . g
12
v O S the user with #pragma directives g
i;— , popcnt += ((bitString >> b) & 1); s
16 return popcnt; Y
- * HLS impl. is significantly easierto 2
19- ap_uint<PUM_LEVEL_BITSIZE> . . "—
2p_uint 1> region £t[UR_CALO_Rec], validate compared to traditional g
ap_uint<1@> pum_thr " —
Epragna HLS PIPELINE T1=6 // target clk frea: 250 Mz (6 <lks/BX) HDL approach. It also produces
24 #pragma HLS ARRAY_RESHAPE variable=region_et complete dim=1
. . N better results compared to HDL
ap_uint<NR_CALO_REG> tmp = @; // important: do var inift o)
28@ loop_pum: for (int idx = @; idx < NR_CALO_REG; idx++) IN Seve ral StUdIed cases. .E‘
3 38 #praéma HLS UNROLL // fully unroll the loop ;
. 31= if (region_et[idx] > pum_thr)
32 tmp.set_bit(idx, true);
else @)
tmp.set_bit(idx, false); // !! The only difference with impl2 !! 2
} FPGA LUT count 2996 O
)
, return popcount(tmp); V7690T LUT [%] ~0.6 8

Latency in clk cycles @ 250 MHz 3




Moving Forward: HLS Development

A number of algorithms are being implemented in Vivado HLS

Cluster Producer
= \ Tower phi strips
Neme  BRAM 18K DSP48E FF | LWUT
053 . . . . ﬁ ﬁ ﬁ E E
Exprassion : : 1 21934 |
FIFO : - . ,
Instance . « 142183 9704 > ooomD
Nm.o"’ i ) i 0 1 2 3 4
Mutpexer - . - 26225 lower eta strips
Register . - 53300 9640 A (T O
e T 1 ()|
: [T
I b0 2
ization (%) 0 38 —
127 1|
Kalman Filter Muon Reconstruction
CMS pPhase-2 Simulation, <PU> = 0, Single muon
< 0.5]
9, - — Phase 2 (Kalman)
8 04— muonpr=7 GeV
£ —— Phase 1 (LUT)
s I
0.3
0.2
0.1/
r ~ i'i' 4
(1] | ‘k_ A PR T
73 -2 -1 0 1 2 3
(K-Keenl/Kaen
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Tau Finding HPS@L 1

| |
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Trigger: On the road to the HL-LHC

» A few Key Benchmarks

» Spring 2018 Completion of emulation of core algorithms and
Benchmark performance baselines for representative sample of core
trigger algorithms

» Fall 2018 Test Setups of 1st-generation demonstration processors;
allows local comparisons with emulators

» Spring 2019 Benchmark performance baselines for all core trigger
algorithms

» Spring 2020 Phase-2 Technical Design Report

2015 : 2016 : 2017 : 2018 : 2019 : 2020 : 2021 : 2022 : 2023 : 2024 : 2025
Z Z ' LS2 ' ' LS3
| Specifications and : :

i Technology R&D ' ' ' ' :
: : . . Pre- : : : :
: : : : % Production h : :

Installation and
Commissioning

46
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MTD: On the road to the HL-LHC

N
Installation . s.mo'mmm::: Q1200102001 Q20O3 4 01 Q204010203 M 010203 04 §
» Barrel Timing Layer is estimated to  « = s oo S
be completed by first quarter of 2022 ==z = — 3
» No interference with Tracker S e ™ —
. 11 FE production S N
» Endcap Installation complete by Wbt s e —
2023 o
Item Cost per item | Full cost “i
. [CHF] | [CHF]
» Cost-model driven by ECAL barrel for  Sma—<5a 5 T E
the scintillating crystals and readout SiPM 5 1419k =
. FE Electronics 6/channel 1610k -
electronics BE electronics 288k o
IpGBT 50/link 250k ’
power supplies 568k g-,
i er cables 20k (=)
» Detector support structure and cooling B wpport materials Sox =
estimate driven by tracker cost model Total 7492«
Endcaps | Silicon Sensors 1556k o
FE Electronics IpGBT 2194k =
» 7.5 MCHF for the barrel and 5.7 bump Bonding k 5
electronicss 589k )
MCHF for the endcap power supplies 435k =
cables 100k
Support structure - 280k
Total 5667«
47




Conclusion

Both Projects Presented today represent an ideological change for CMS

MIP Timing Detector
» Assigning timing to tracks, Primary Vertices and calorimeter
deposits will give CMS a handle to differentiate between individual p-p
iInteractions
» Offers an important and necessary evolution of Reconstruction
Techniques at CMS

Trigger System

» Adding tracking information to the Level 1 Trigger System will
bring the Level 1 trigger System Closer to the Offline System!

» Timing Layer and Trigger studies, design and schedule are advancing
well at CMS! Still much work to be done, look for updates!
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The Eftects ot High Pileup in Reconstruction

» Clearly visible in current upgrade studies

» From [CERN-LHCC-2015-19, LHCC-G-165] many analyses using Taus,
Jets and Etmiss are degraded as Pile Up increases, even with other

afu J/(u, /p,) (GeV)

- WxH+Etmiss Search sensitivity at high mass decreases when going from

140 to 200 PU

detector upgrades

100, BT 1000

- CMS Simulation %
90} >

L Preliminary (@)
80.' ‘-‘x_ 800
70F é
605 3 ﬁj e 600
0 P o 400
30 -+ ---- L + —=—  50mm Flat Met 200PU
20 - - 33mm Gaus Met 200PU 200
10:. £0mm Flat Met 140PU

% o5 145 2 a5 0

density (events/mm)
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i cmé Pr'1as'e Ii Delp'heé Slimt'alation ’

- 5o Discovery Reach

| —— 3000 fb” Phase Il, 140PU
——— 3000 th™ Phase Il, 200PU

—— 3000 b’ Phase Il, 140PU, No Tracker Extension
e 0, 0
XX, = Wi, Hx.

14 TeV, PU = 140/200

R

-

e

200 400 600
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Radiation Dose for LYSO:CE

Table 2.2: Radiation levels in the BTL after 4000 fb~! of integrated luminosity for the CMS

barrel region at different #.
1 R Z | 1MeV neq | Charged hadrons | Dose
[em] | [em] | [em~?] [em ] [kGy]
0 |1165| 0 | 1.7x10" 1.3 x 1013 16
115 | 1165 | 170 | 1.9 x 10* 1.6 x 10" 21
1.45 | 1165 | 240 | 2.0 x 10" 1.7 x 10" 25

Crystals expected to be able to withstand 1000 kGy

[.Ojalvo Trigger & Timing for Phase 2 Nov 17, 2017
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Timing Optimized Deep Depleted APDs

» Medium-gain (300x) APD read out with capacitatively coupled mesh

» Gain and drift regions overlap
» Mesh helps to stabilize E-field over device

» 20 ps resolution achieved for large sensors (8x8mm2), high capacitance
» 12x12mm?2 cross-section coupled to a 5x5mm?2 SiPM
» Crystal thickness varies from 3.75mm at |n| < 0.7 to 3.0 mm and to 2.4 mm at |eta|>1.1

» Radiation hardness and segmentation requirements not yet met!
- Studies on-going... but not to be considered a viable option until these important
milestones are met

. .H4 - lIPS‘ti-;e minus MCPtine'in panoseu_nds - center
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IPMI Console _ % N
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Track Trigger

N
CTPZ IES on raven3 completed at 2014-09-10 19:58:16 UTC i
Channel: 22 BER floor: 1e-8 Step size: (1.1) H H

Eye Scan Capability of Q
l IBERT ported to ZYNQ N
>
le-2 @)
- =
: Non-invasive scans taken
g ° I on live operational data @
- ©
(not PRBS test patterns) =
: . 1e-6 ~
: =
Parallel multi-channel =
ofe c
. capability for faster £
-0.500 -0.375 -0.,250 » N::;:??igz;;;a:l;%iz S:: C( i%;izio y +:I.250 +0,375 +0,500 resu I ts F
. . »
. . . . B
Programmable engine can be used for a wide range of applications: 9
* Quantitative link characterization and parameter optimization =

* Operational troubleshooting
@)
* Trend analysis and forecasting for preventive maintenance =
. ! : : . o
Scalable architecture with scanning and image rendering on same ZYNQ —

platform for fewer bottlenecks in applications with high link counts
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Current Boards Phase 1

31 Rx and 12 Tx Frontpanel Optical 10G links on MiniPODs

36 Tx and Rx
Frontpanel
Optical 10G links
on CXP Modules

» Need MTF and MP7

,, I

™ 13 GTH
Osgg-n¥ i 3% Back-plane
Tx/Rx links

VIRTEX=7
Virtex-7

DFzz@QI S

TAIWAN

NEK400.R3-00

AWSIEL ELNENON
9|Npop

AOESHIALT
AV LY

University of Wisconsin - Madison
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Replaces physical cable with TCP/IP connection to Xilinx toolset

Useful where JTAG cable not easily employed
Primitive protocol, well established technology found in ISE tools
Does not require JTAG infrastructure in uTCA crate

CTP7 Implementation:
— ZYNQ connects to V7 JTAG pins through programmable logic
— Cable Server runs on ZYNQ embedded CTP7 Linux system
— Allows remote debug of Virtex-7 firmware via LAN connection to ZYNQ

ZYNQ—based XVC Support PC Xilinx JTAG Cable
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On the road to the HL-LHC

n
} I rl er 2017 2010 2019 2020 20 2022
C10203CMO01I0203 0401020304 01020304 01020304 01020304

» Spring 2017 Completion of emula : s

Crystal production

SPM productizn

SPMAYSO Packaging. lests and characterization |

Valdation of TOFPET2 fer BTL f—

FE chip profotype -

FE chip testing JE—

FE chip submission final -

9 FE chip production ! pu—

10 FE board pre-preduction ——

11 FE production ————

12 Moduw, tray and cocling mechanics RED —

13 Module assembly .|
14 Teay assembly, installation and precomesissioning JE—
15  Instalation and precommissioning contingency —_—

M N O EswN -

2015 ., 2016 ., 2017 , 2018 ., 2019 , 2020 , 2021 , 2022 ., 2023 , 2024 |, 2025 ., 2026
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