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Machine learning is the most exciting technique in
contemporary science

=> “Learning is any process by which a system improves performance from
experience.” - Herbert Simon (father of Al)

-> “Machine Learning: Field of study that gives computers the ability to learn
without being explicitly programmed.” -Arthur Samuel (1959)

=> Tom Mitchell (1998): Machine Learning is the study of algorithms that
€ improve their performance P
¢ atsometaskT
€ with experience E



Machines evolve and improve

Traditional programming:

Input ——»
COMPUTER [ Tasks

Method (Code)

Machine Learning:

Input ——»
COMPUTER ————”» Method (Code)

Tasks —»

The machine learns whenever it changes its parameters based on its inputs or in
response to external information in such a manner that its expected future
performance on given tasks improves.



Neural Networks and deep learning can build
complex regression models

7 N\

L1
\

7 N
& = AN XTI KL —
LT G
S RIS NWHEL 25K
T RA L 5 ~CRXREELETN xIs
7 N

ARV

NS 000 EXORSK
, :

NAX BT S AN e

SRR NRSAESSH %
R, ST ISR =
S Pl =g =l VoS @ Z
BN i

Weights and biases 6 = {w, b}

4

N
" Pl
SN e

z RS
PSRN
LS TN \::‘-.

Output Layer [ 0ss Function : Lg (y, ypred)

Weights and biases are obtained
using gradient descent to minimize the
loss.
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Support Vector Machines are excellent classifiers
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Maximize width of margin separating
the two classes.
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Convolutional Neural Networks perform high-quality
Image recognition




The goal of this talk is to briefly go over some
notable results, challenges and techniques

= What machines are capable of

€ Examples of remarkable applications

Types of algorithms
Challenges in interpretation

A specific science application
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Future directions



GPUs have revolutionized machine learning

Traditional CV @ Deep Learning

Al performance at ImageNet competition



Machines are capable of many tasks ...
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...some of which are simply too complex for
conventional techniques

e 2

Some tasks can only be defined by giving examples i.e., we might be able to
specify (input,output) pairs but not a precise relationship between them.

Data Mining Important relationships and correlations are hidden within large
piles of data.

Big Data The amount of knowledge available about certain tasks might be too
large for explicit encoding by humans.

Unknown/dynamic environment It is difficult to comprehensively incorporate
all characteristics of the working environment at the design time.



Cars can

now drive themselves

CAMERAS
Detect and track pedestrians / cyclists,
traffic lights, free space and other features

ARTICULATING RADARS
Detect moving vehicles at long
range over a wide field of view
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High-precision laser sensors that
detect fixed and moving objects

LONG-RANGE RADARS

Detect vehicles and measure velocity

SHORT-RANGE RADARS

Detect objects around the vehicle



Machines translate languages with high fidelity

€he New Pork Times Magazine

FEATURE

The Great AL Awakening

How Google used artificial intelligence to transform Google
Translate, one of its more popular services — and how
machine learning is poised to reinvent computing itself.

Translation quality
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perfect translation

phrase-based (PBMT)

Google’s Al can now

English English English Spanish French Chinese tranSIate your SpeeCh

Spa>nish Fren;h Chi;ese Eng>\ish Eng>h'sh Eng>[ish While keeping your Voice

Translation model : R tem
Researchers trained a neural network to map audio “voiceprints’

from one language to another.

by KarenHao May 20,2019




PANDARUS :
Alas, I think he shall be come approached and the day

When little srain would be attain'd into being never fed,

And who is but a chain and subjects of his death,
I should not sleep.

Second Senator:

They are away this miseries, produced upon my soul,
Breaking and strongly should be buried, when I perish
The earth and thoughts of many states.

DUKE VINCENTIO:
Well, your wit is in the care of side and that.

Second Lord:

They would be ruled after this chamber, and

my fair nues begun out of the fact, to be conveyed,
Whose noble souls I'll have the heart of the wars.

Clown:
Come, sir, I will make did behold your worship.

VIOLA:
I'll drink it.

Shakespeare Styled Text

Artwork by Generative
Adversarial Networks
(GANS)

Reinforcement
Learning
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Machines turn creative and competitive

INTERNATIONAL

'Like A God,’ Google A.l. Beats Human
Champ Of Notoriously Complex Go Game

May 23, 2017 - 1:38 PM ET
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SHARE  REPORT
A general reinforcement learning algorithm that
masters chess, shogi, and Go through self-play

David Silver' ", Thomas Hubert', Julian Schrittwieser'", loannis Antonoglou’, Matthew Lai', Arthur Guez', Marc Lancto.
+See all authors and afflations
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One program to rule them all

Computers can beat humans at increasingly complex games, including chess and Go.
However, these programs are typically constructed for a particular game, exploiting its
properties, such as the symmetries of the board on which it is played. Silver et al. developed a
program called AlphaZero, which taught itself to play Go, chess, and shogi (a Japanese
version of chess) (see the Editorial, and the Perspective by Campbell). AlphaZero managed to
beat state-of-the-art programs specializing in these three games. The ability of AlphaZero to
adapt to various game rules is a notable step toward achieving a general game-playing
system.

Science, this issue p. 1140; see also pp. 1087 and 1118



Machine learning enables new science

nature .
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Al Trained on Old Scientific Papers Makes Unsupervised word embeddings capture

latent knowledge from materials science

Discoveries Humans Missed literature

Scientists used machine learning to reveal new scientific

knowledge hidden in old research papers.
571, 95-98 (2019)



There are many types of ML algorithms

-> Supervised Learning - Labelled Data
€ Classification, regression
€ Semi-supervised learning
€ Weakly supervised learning
=> Unsupervised Learning - Unlabelled data
€ Clustering, anomaly detection, generation

€ Self-supervised learning

=> Reinforcement Learning



Machine interpretation is a major challenge

"Atlantic ~ Popuiar

TECHNOLOGY
Can You Sue a Robocar?

A pedestrian killed by a self-driving Uber in Tempe shows that the legal
implications of autonomous cars are as important, if not more so, than the
technology.

IAN BOGOST MAR 20, 2018

This March 24, 2017, photo provided by the Tempe Police Department shows an Uber self-driving SUV that
flipped on its side in a collision in Tempe, AriZona. (TEvPE POLICE DEPARTMENT / A7)

Google deep dream’s
hallucinatory images



Solar missions are exciting - Big Data, big opportunities.
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Solar magnetic activity drives space weather.

Solar Flares Coronal Mass Ejections

2017-09-06T11:59:04

No warning ~20 hour warning
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ML for identifying flare-productive magnetic regions.
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https://docs.google.com/file/d/1ob8OOdbtgj9NBmuRxKZ_VJQWqlhoz6H9/preview

Forecasting solar wind properties at L1.
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WindNet recognizes origin of fast and slow solar

W| nd . 4 days before 3 days before 2 days before 1 day before
Input image




ML may help appreciate magnetic region emergence

C Jupiter

@ Earth



http://www.youtube.com/watch?v=15o_D3TWPE8
http://www.youtube.com/watch?v=15o_D3TWPE8

Future of fundamental ML science

=> Unsupervised Learning - Unlabelled data
€ Clustering, anomaly detection, generation

€ Self-supervised learning

—> Explainable Al



Self-driving cars.



http://www.youtube.com/watch?v=tiwVMrTLUWg&t=469

Machine interpretation is challenging.

— 150 Input Output grad-CAM map




WindNet for forecasting solar wind properties.
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Backpropagation
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Generative Adversarial Networks (GANSs)

Algorithm 1 Minibatch stochastic gradient descent training of generative adversarial nets. The number of
steps to apply to the discriminator, k, is a hyperparameter. We used £ = 1, the least expensive option, in our
experiments.

for number of training iterations do
for k steps do

e Sample minibatch of m noise samples {2z}, ... z(™)} from noise prior p,(z).
e Sample minibatch of m examples {zV), ... ,2™} from data generating distribution
Pdata ().

e Update the discriminator by ascending its stochastic gradient:

m

Vo, % ; [logD (:ﬂ”) + log (1 - D (G (ﬂ”)))} .

end for
e Sample minibatch of m noise samples {z(!), ..., z(™)} from noise prior Py(2).

e Update the generator by descending its stochastic gradient:

m

Vo_q%; log (1 -D (G (z“’))) :

end for
The gradient-based updates can use any standard gradient-based learning rule. We used momen-
tum in our experiments.




