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Backend Systems for mini-ICAL  (C tifr

Nagara] Panyam, on behalf of INO

The mini-ICAL Is a scaled down (by ~600) version of the proposed ICAL. The design proposed for the DAQ of the
ICAL has been successfully implemented in the mini-ICAL. It has validated the design goals and has given us
valuable insights. The “Backend” is that part of the DAQ that refers to the set of servers and software that receive,
record, visualize and act upon various kinds of data that are pushed/pulled from the FrontEnd of the mini-ICAL.

Backend System Requirements: Backend System Desirable Aspects:
* Acquisition of physics data from RPCs at Frontend * Low cost technology, components
* Control and command of all devices, operations, with GUI * Leverage FOSS, standard protocols,
* DOM from physics data (online, near online, offline) * Avoid proprietary items
* GUI for various monitors, logs. Historical plots, ambient conditions, * Stability, reliability, longevity
critical settings * Ease of design and development and deployment
*\Warnings, alarms, notifications, escalations, event handlers, interlocs » Scalability: ICAL, ICAL-EM, mini-ICAL
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Gigabit Ethernet Switch (1Gbps LAN) LAN Scheme: RPC’s and Backend systems are hosts on private LAN
B * Protocols used: TCP and UDP, (no network congestion or issues)
: * DataConcentrator (DC) : in house developed s/w on Linux, G++ using
i} . : 1Gbps > e Boost libraries
0 L UDP/TCP socket | (EB) * EventBuilder (EB) : In house developed s/w, F# (credit ED-BARC)
S Manager .
3 i L : R B  Off the shelf components (N/w switches, cables, computers)
Data Concentrator (DC) Sité)é%%e [ e Straightforward scalability, Seamless replication
 DC and EB are multithreaded, lock-free applications Mini-ICAL : 2.5K'ch 400 Hz evtrate
- All three are scalable : DC, EB & LAN o p|EM-ICAL :51Kch 1 4000 Hzevtrate
- Commodity products and open technologies ICAL :4M ch 40 Hzevtrate
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* MinI-ICAL has more than 100 crucial parameters
* HV,LV, currents, gas flow, T,P,H, network metrics, daemon Current Network Status Host Status Totals Service Status Totals
aCtiVity pOrtS bﬁﬂdt lt-JFl'ddatEdi ‘-;%E]Ed Maﬁf‘:} 12:24:51 15T 2022 Up Down Unreachable Pending Ok Warning Unknown Critical Pending
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y Nag|03® Core : POpU|ar SOftware Used N IT InfraStrUCture [Jt?gglg[iﬁncaniagi:ﬁelw.ﬂagms.mg All Problems All Types All Problems All Types
'Alert_s’ e_VentS’ event handl_ers’ . View Service Status Detail For All Service Groups : 11 . 20
° Pluglns N any |anguage, Slmple and QU|Ck View Status Overview For All Service Groups
. Scalable tO Several thousand mEtriCS View Service Status Grid For All Service Groups
* Grafana, Graphite: POpUlar FOSS for |Ogging, plO’[tIng, Status Summary For All Service Groups
dashboards
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Just send the data to it! At present handling approx 80 metrics Service Grous ost Status Summary. Service Status Summary
PwrSp (Fower Supplies) 1 UP 1 0K
RPC HY (RPCHVGroup) 1UP 16 OK
TPH (TPHGroup) 1 UP 2 WARNING : | | 2 Disabled
Tns (Test-n-Study) 1UP 1 0K
ﬁ Frame Bar X D How to use selection box over - X N Nagios: dag4 X I RPC HV: Voltages and Currents X - = X
= C O & mondb.iichep.res.in/grafana/d/ie0QQjz7z/rpc-hv-voltages-and-currents?orgld=1 50% 1 D=

* Usling mini-ICAL as platform we have successfully
e || e e s e e o e o i o s demonstrated the design proposed for the Backend systems of
RPC 186: L3 Front RPC 106 L3-fron IC AL .
*We are confident that the same scheme will be efficient for the
S S W S S i s MM N N O O O i proposed addition of CMVD as also the ICAL Engineering
e Module
* Chosen technology has low Cost, cabling, complexity
» Scalabllity Is the key, and we are confident of this.
* Some work In progress:
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