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Bayes and  Frequentism: Old Controversy (AS THEY SAY)
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Profile Likelihood method
Based on Neyman-Pearson Lemma

● Frequentist results are shown with the best-fit parameters and their errors using the profile likelihood 
technique. The profile likelihood function is defined as

● Test statistic is defined as

● Errors are presented using Wilks’ Theorem*

8*S. S. Wilks, “The large-sample distribution of the likelihood ratio for testing composite 
hypotheses,” Ann. Math. Statist. 9, 60–62 (1938)
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Summary

A Neyman construction is the most technically straightforward 
frequentist way to provide a confidence interval.

Profile likelihoods are the currently best accepted frequentist 
techniques for handling nuisance parameter uncertainties.

However it requires an ordering principle to ensure perfect 
coverage for small signals(FC Confidence intervals)

Comparison of Frequentist and Bayesian statistics













NEW INTERVALS FROM AN ORDERING PRINCIPLE 
BASED ON LIKELIHOOD RATIOS

● Poisson with Background
● Gaussian with Boundary at Origin



Application to Neutrino Oscillation searches














