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All is not well with the Standard Model

Despite being successful and complete with the discovery of the ∼ 125 GeV Higgs

boson, the Standard Model is plagued by many problems:

▶ The electroweak hierarchy problem: Mweak/MPlanck ∼ 10−16

▶ The strong CP problem: CP-violating QCD vacuum |θ| < 10−10

▶ Matter-antimatter asymmetry (more on next slide)

▶ Dark matter abundance

▶ Neutrino masses

▶ The cosmological constant problem

▶ . . .
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Baryon number violation and proton decay

▶ Necessary requirements to generate matter-antimatter asymmetry [Sakharov

1967]:

▶ baryon number B has to be violated

▶ CP violation

▶ No thermal equilibrium in the early universe

▶ B violation in the Standard Model due to sphaleron effects is not sufficient.

▶ Grand unified theories predict B violation and can lead to proton decay

(∆B = 1).

▶ Leading decay modes in non-SUSY and SUSY GUTs:

u u

ǫabcuc

da

Xa
i

qib

e+(ν)

u

d

˜t

τ̃

s

ντ

K+π0(π+)

˜
H

p p

ℓ′i
[2203.08771]
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Searches for proton decay

The current strongest limits on proton partial lifetime are from Super-Kamiokande:

τp/Br(p → νK+) > 5.9× 1033 years (90% CL; 2014)

τp/Br(p → e+π0) > 2.4× 1034 years (90% CL; 2020)

Many proposed neutrino detectors can also search for proton decay:

▶ Deep Underground Neutrino Detector (DUNE) in the US

▶ Hyper-Kamiokande (Hyper-K) in Japan

▶ Jiangmen Underground Neutrino Observatory (JUNO) in China

Later we will study the statistical significance of proton decay at these

experiments.
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1 Protons are probably not forever

2 Statistics for discovery and exclusion

Basic definitions

Single-channel counting experiments

Multi-channel counting experiments

Background uncertainty and other nuisance parameters

3 Application to proton decay
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Hypothesis testing

To assess the sensitivity of an experiment, one defines a null hypothesis H0, which

is compared to an alternative hypothesis H1.

Is the data consistent with the null hypothesis H0?

accept H0

yes

reject H0 (in the favor of H1)

no

The criteria for discovery or exclusion quantified in terms of the p-value.

p: probability of obtaining a result of equal or greater incompatibility with H0

In particle physics searches, p-value reported as a significance Z :

Z =
√
2 erfc−1(2p)
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Exclusion
Null hypothesis is signal+background H0 = Hs+b; Signal absent in data H1 = Hb

Discovery

Null hypothesis is background-only H0 = Hb; Signal present in data H1 = Hs+b

Consider a test-statistic Q (larger Q is more signal-like). For outcome Qobs:

pexcl = P(Q ≤ Qobs|Hs+b)

pdisc = P(Q ≥ Qobs|Hb)

Small p-values considered as an evidence against H0:

90% or 95% exclusion: pexcl < 0.1 or 0.05

Zexcl > 1.282 or 1.645

3σ evidence or 5σ discovery: Zdisc > 3 or 5

pdisc < 0.001350 or 2.867× 10−7
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Single Poisson channel

Consider a search for new physics signal, assuming Poisson statistics, with

s = mean signal events

b = mean background events

perfectly known. Here, Q is simply the number of observed events.

The mean µ (= s or b), e.g. at a particle collider

µ = σ

︸︷︷︸
cross-section

×
∫

Ldt
︸ ︷︷ ︸

integrated luminosity

Poisson probability to observe k events:

P(k|µ) = e−µµk/k!
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For an outcome of n observed events,

p-value for exclusion:

pexcl(n, b, s) =
n∑

k=0

P(k |s + b) =
Γ(n + 1, s + b)

Γ(n + 1)

p-value for discovery:

pdisc(n, b) =
∞∑

k=n

P(k|b) = γ(n, b)

Γ(n)

Here, Γ(x), Γ(x , y), and γ(x , y) are the ordinary, upper incomplete, and lower

incomplete gamma functions.

Statistical significances Statistics for discovery and exclusion Prudhvi Bhattiprolu (UMICH) 10 / 44

https://inspirehep.net/authors/1794660
https://lsa.umich.edu/lctp


For an outcome of n observed events,

p-value for exclusion:

pexcl(n, b, s) =
n∑

k=0

P(k |s + b) =
Γ(n + 1, s + b)

Γ(n + 1)

p-value for discovery:

pdisc(n, b) =
∞∑

k=n

P(k |b) = γ(n, b)

Γ(n)

Here, Γ(x), Γ(x , y), and γ(x , y) are the ordinary, upper incomplete, and lower

incomplete gamma functions.

Statistical significances Statistics for discovery and exclusion Prudhvi Bhattiprolu (UMICH) 10 / 44

https://inspirehep.net/authors/1794660
https://lsa.umich.edu/lctp


For an outcome of n observed events,

p-value for exclusion:

pexcl(n, b, s) =
n∑

k=0

P(k |s + b) =
Γ(n + 1, s + b)

Γ(n + 1)

p-value for discovery:

pdisc(n, b) =
∞∑

k=n

P(k |b) = γ(n, b)

Γ(n)

Here, Γ(x), Γ(x , y), and γ(x , y) are the ordinary, upper incomplete, and lower

incomplete gamma functions.

Statistical significances Statistics for discovery and exclusion Prudhvi Bhattiprolu (UMICH) 10 / 44

https://inspirehep.net/authors/1794660
https://lsa.umich.edu/lctp


The CLs technique

A modified frequentist measure for exclusion is commonly used at LHC searches

(starting from h searches at LEP) [Zech 1989, Read 2002]:

CLs(Qobs) =
P(Q ≤ Qobs|Hs+b)

P(Q ≤ Qobs|Hb)

▶ Avoids reporting exclusion when experiment not sensitive (e.g. n < b in a

single Poisson channel)

▶ Used in place of pexcl although CLs is not a p-value or probability

▶ More conservative than pexcl
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For a simple experiment that counts n events:

CLs(n, b, s) =
pexcl(n, b, s)

pexcl(n, b, 0)
=

Γ(n + 1, s + b)

Γ(n + 1, b)

0 2 4 6 8 10 12 14 16 18 20

k

0.00

0.05

0.10

0.15

0.20

0.25

P
(k
|µ

)

CLs ≡ pexcl(n,b,s)
pexcl(n,b,0)

s = 8.4, b = 2.2, n = 5

Observed n
Hs+b

Hb

pexcl(n, b, s)
pexcl(n, b, 0)

0 2 4 6 8 10 12 14 16 18 20

k

0.00

0.05

0.10

0.15

0.20

0.25

P
(k
|µ

)

CLs ≡ pexcl(n,b,s)
pexcl(n,b,0)
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pexcl(n, b, s)
pexcl(n, b, 0)

▶ Little (Large) overlap between Hs+b and Hb in the left (right) plot

▶ Since s + b is same in both cases, pexcl = 0.0475 (> 95% excl.) is the same!

▶ However CLs = 0.0487 (left; > 95% excl.) and 0.3022 (right; no excl.)
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▶ At small b, pexcl ≃ CLs

▶ With pexcl, one can claim absurdly large Z for large b (n ≪ b)!
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Interestingly, CLs for a single Poisson channel can also be obtained using Bayes’

theorem with a flat prior for the signal [Helene 1982]:

CLexcl(n, b, s) =

∫ ∞

s
ds ′ L(s ′|n, b)

∫ ∞

0
ds ′ L(s ′|n, b)

=

∫ ∞

s
ds ′ e−(s′+b) (s ′ + b)n

∫ ∞

0
ds ′ e−(s′+b) (s ′ + b)n

which, after the integration, is precisely equal to CLs(n, b, s). (Although the

interpretation is different.)

This numerical equivalence is only approximate in more complicated

generalizations (as we will see below)

Later, I will argue for a generalization based on CLexcl rather than CLs for

counting experiments with N independent search channels.
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Interestingly, CLs for a single Poisson channel can also be obtained using Bayes’
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CLexcl(n, b, s) =

∫ ∞

s
ds ′ L(s ′|n, b)

∫ ∞

0
ds ′ L(s ′|n, b)

=

∫ ∞

s
ds ′ e−(s′+b) (s ′ + b)n

∫ ∞

0
ds ′ e−(s′+b) (s ′ + b)n

which, after the integration, is precisely equal to CLs(n, b, s). (Although the

interpretation is different.)

This numerical equivalence is only approximate in more complicated

generalizations (as we will see below)

Later, I will argue for a generalization based on CLexcl rather than CLs for

counting experiments with N independent search channels.

Statistical significances Statistics for discovery and exclusion Prudhvi Bhattiprolu (UMICH) 14 / 44

https://www.sciencedirect.com/science/article/pii/0167508783907093
https://inspirehep.net/authors/1794660
https://lsa.umich.edu/lctp


Bayes factors for discovery

An approach to discovery significance was proposed using Bayes factors [Berger

2008]:

B01 =
P(Qobs|Hb)∫ ∞

0
ds ′ π(s ′)P(Qobs|Hs′+b)

with a signal prior π(s ′) that is proper (i.e.
∫∞
0

ds ′ π(s ′) = 1).

We choose π(s ′) = δ(s ′ − s):

CLdisc(Qobs) ≡ P(Qobs|Hb)

P(Qobs|Hs+b)

and propose to use CLdisc in place of p to obtain a discovery significance.

▶ Avoids claiming discovery when experiment not sensitive to signal model

▶ More conservative than pdisc

▶ Very similar to the usage of CLs for exclusion
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For a single-channel counting experiment with n observed counts:

CLdisc(n, b, s) =
P(n|b)

P(n|s + b)
=

es

(1 + s/b)n
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▶ pdisc independent of s; Z (CLdisc) maximized at s = n − b (left plot)

▶ CLdisc is more conservative than pdisc
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How to project future sensitivities at counting experiments?

A very naive estimate: Zdisc ∼ Zexcl ∼ s√
b
(valid only for very large b).

A common prescription:

▶ Step 1: simulate many pseudo-experiments with data generated under H1.

Outcome: n1, n2, n3, . . .

▶ Step 2: calculate the p-value for each pseudo-experiment with respect to H0.

Corresponding p-values: p1, p2, p3, . . .

▶ Step 3: synthesize the results into a significance estimate Zdisc or Zexcl.

Challenge: many possible significance measures:

▶ Median expected significance Zmed: Median{Z(p1), Z(p2), Z(p3), . . . }
(commonly used)
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The “sawtooth” problem for median expected significances
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▶ Serious flaw: Z can decrease for decrease in b!
▶ Reason: median gets “stuck”
▶ Much worse for exclusion
▶ Result exactly reproducible
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“Asimov” approximation for median expected significance

Based on the likelihood ratio method used in gamma-ray astronomy [Li-Ma 1983],

Cowan Cranmer Gross Vitells 1007.1727 derived an approximation for median

expected discovery significance:

ZCCGV
disc =

√
2 [(s + b) ln(1 + s/b)− s]

And, for exclusion, Kumar and Martin 1510.03456 found:

ZKM
excl =

√
2 [s − b ln(1 + s/b)]

Above formulas (almost always) give larger significances than the median

expected, and therefore are less conservative.

At very large b, ZCCGV
disc ∼ ZKM

excl ∼ s√
b
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Our proposal: exact Asimov criterion

Replace the observed n in p-values by its expected mean (a non-integer in

general):

⟨ndisc⟩ = s + b

⟨nexcl⟩ = b

Plug in to obtain the expected p-values:

pAsimov
disc =

γ(s + b, b)

Γ(s + b)

pAsimov
excl =

Γ(b + 1, s + b)

Γ(b + 1)

▶ More conservative results than CCGV and KM.

▶ Easy to compute, no pseudo-experiments required.
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Comparing various measures for expected significances
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▶ ZA decreases monotonically with b

▶ ZA more conservative than ZCCGV
disc or ZKM

excl

▶ Zmean, ZA are both reasonable, but ZA is easier to compute.
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The sawtooth problem also occurs for median expected CLs and CLdisc, and can

be avoided by using the exact Asimov criterion:

CLAs = CLAexcl = Γ(b + 1, s + b)/Γ(b + 1, b)

CLAdisc = es/(1 + s/b)s+b
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▶ CLAs and CLAdisc are more conservative than pexcl and pdisc
Statistical significances Statistics for discovery and exclusion Prudhvi Bhattiprolu (UMICH) 22 / 44

https://inspirehep.net/authors/1794660
https://lsa.umich.edu/lctp


Multi-channel counting experiments

Consider a counting experiment with N independent channels. For each channel

i = 1, . . . ,N,

si = mean signal events

bi = mean background events

governed by Poisson statistics.

(Modified) Frequentist measures:

▶ Define a test-statistic Q. A simple choice†:

Q = ln (q) with q(n⃗, b⃗, s⃗) =
N∏

i=1

P(ni |si + bi )

P(ni |bi )

such that larger Q is more signal-like
▶ Given an observation {ni}, compute pexcl (or CLs) and pdisc by imposing

Q ≤ Q(n⃗) (background-like) and Q ≥ Q(n⃗) (signal-like)

†Other choices (e.g. PLR) that are more complicated but give very similar (and often identical) results.
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Bayesian-motivated measures:

Experimental outcome: {ni} observed counts in each of the channels

For exclusion:

CLexcl(n⃗, b⃗, s⃗) =

∫ ∞

s
ds ′

N∏

i=1

P(ni |ri s ′ + bi )

∫ ∞

0
ds ′

N∏

i=1

P(ni |ri s ′ + bi )

with s =
N∑

i=1

si and ri = si/s

Note: Unlike the special case of single Poisson channel, CLexcl ̸= CLs in general

For discovery:

CLdisc(n⃗, b⃗, s⃗) =
N∏

i=1

P(ni |bi )
P(ni |si + bi )
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Exclusion for multi-channel experiments (Examples)
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▶ Left: adding a channel with s/b ≪ 1 can counter-intuitively increase Z (pexcl)

and Z (CLs)!

▶ Right: pexcl and CLs exhibit discontinuities as s2 is varied

▶ Bayesian measure CLexcl behaves as intuitively expected and is conservative
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Discovery for multi-channel experiments (Examples)
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▶ pdisc is sensitive to a non-informative channel and has discontinuities

▶ Bayesian measure CLdisc behaves sensibly and is conservative
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Expected sensitivities for multiple channels (Examples)

One can define Asimov results by replacing ni by bi (excl.) or si + bi (disc.)
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▶ Exact Asimov Bayesian-motivated CLexcl, CLdisc are perfectly straightforward

to obtain, behave sensibly and do not suffer from “sawtooth” problems
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Background uncertainty and other nuisance parameters

E.g., can map the uncertain background case to the “on-off problem” from

gamma-ray astronomy:

▶ Signal-on region: measurement of n counts

▶ Signal-off region: measurement of m counts in a background-only region

Assume τ = ratio of background means in “off” and “on” regions is known.

We then have a background estimate in the signal-on region:

b̂ = m/τ, ∆b =
√
m/τ.

And, the probability density of b using Bayes’ theorem:

f (b) = f (b | b̂,∆b)︸ ︷︷ ︸
posterior

= τ︸︷︷︸
normalization

e−τb(τb)m/m!︸ ︷︷ ︸
Poisson likelihood

1︸︷︷︸
prior

such that
∫∞
0

db f (b) = 1.
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Probability to observe n events, given s, b̂,∆b̂: (averaging over all possible b)

∆P(n, b̂,∆b, s) =

∫ ∞

0

db f (b|b̂,∆b) P(n|s + b)︸ ︷︷ ︸
Poisson probability

We can extend the definitions of pexcl, CLs = CLexcl, pdisc, CLdisc for a single

Poisson channel by simply replacing P(n|s + b) with ∆P(n, b̂,∆b, s), e.g.

pexcl(n, b̂,∆b, s) =
n∑

k=0

∆P(k, b̂,∆b, s)

CLexcl(n, b̂,∆b, s) =

∫ ∞

s
ds ′ ∆P(n, b̂,∆b, s

′)
∫ ∞

0
ds ′ ∆P(n, b̂,∆b, s

′)
=

pexcl(n, b̂,∆b, s)

pexcl(n, b̂,∆b, 0)

CLdisc(n, b̂,∆b, s) =
∆P(n, b̂,∆b, 0)

∆P(n, b̂,∆b, s)
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More generally, for any probability distributions f (b⃗) and g(ν) for the background

and other nuisance parameters, one can marginalize (integrate) over bi and ν.

CLexcl =
1

D

∫
dν g(ν)

∫
db⃗ f (b⃗)

∫ ∞

s

ds ′
N∏

i=1

P(ni |ri s ′ + bi )

CLdisc =

∫
dν g(ν)

∫
db⃗ f (b⃗)

N∏

i=1

P(ni |bi )

∫
dν g(ν)

∫
db⃗ f (b⃗)

N∏

i=1

P(ni |si + bi )

For exact Asimov expectations, for ni we plug in the mean values:

⟨ni,excl⟩ =

∫
dν g(ν)

∫ ∞

0

db⃗ f (b⃗)
∞∑

ni=0

niP(ni |bi )

⟨ni,disc⟩ =

∫
dν g(ν)

∫ ∞

0

db⃗ f (b⃗)
∞∑

ni=0

niP(ni |si + bi )
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1 Protons are probably not forever

2 Statistics for discovery and exclusion

Basic definitions

Single-channel counting experiments

Multi-channel counting experiments

Background uncertainty and other nuisance parameters

3 Application to proton decay
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Our choice of statistical measures

Consider the application of CLexcl and CLdisc for proton decay experiments to:

▶ obtain current lower limits on τp in p → νK+ and p → e+π0 at various CL

based on SuperK’s data (generalizing the 90% CL published limits)

▶ project exclusion and discovery reaches at DUNE, JUNO, and HyperK using

the exact Asimov criterion

The usage of these Bayesian-motivated measures is ideal, as they:

▶ guard against false exclusion/discovery and are more conservative than

frequentist methods

▶ are well-behaved in multi-channel counting experiments and immune to

“bad” channels

▶ easily can include uncertainties in the backgrounds and signal efficiencies

▶ can easily yield the exact Asimov expectations that do not suffer from

discontinuities
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Proton decay experiments with single search channel

(e.g. for preliminary estimates at DUNE and JUNO)

Number of decays in a specific decay channel (p → νK+ or e+π0):

∆N = Np︸︷︷︸
protons/kton

× Γ︸︷︷︸
partial width

× λ︸︷︷︸
exposure in kton-yrs

and, for signal efficiency ϵ, the signal:

s = ϵ (∆N) = ΓNpϵλ

The observed limit or expected reach on τp:

τp = 1/Γ = Npϵλ/s

where s is the number of signal events that gives

▶ CL
(A)
excl = α for (expected) exclusion at confidence level 1− α

▶ CLAdisc =
1
2erfc(Z/

√
2) for expected discovery at significance Z
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Proton decay experiments with N search channels

(e.g. SuperK, HyperK with uncertain bi , ϵi )

For the observed exclusion limit at CL = 1− α, we solve for Γ from:

α =
1

D︸︷︷︸
normalization

∫ ∞

Γ

dΓ′
N∏

i=1

∫ 1

0

dϵi g(ϵi )

︸ ︷︷ ︸
Gaussian

∫ ∞

0

dbi f (bi )

︸ ︷︷ ︸
on-off

P(ni |s ′i + bi )

︸ ︷︷ ︸
Poisson likelihood

and translate that to a lower limit on τp = 1/Γ.

For exact Asimov exclusion reach, replace ni by ⟨bi ⟩:

⟨bi ⟩ =

∫ ∞

0

dbi f (bi ) bi
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And, for exact Asimov discovery reach, we use:

1

2
erfc

(
Z√
2

)
=

∏

i

∫ ∞

0

dbi f (bi )P(⟨ni ⟩|bi )

∏

i

∫ 1

0

dϵi g(ϵi )

∫ ∞

0

dbi f (bi )P(⟨ni ⟩|si + bi )

where si = NpλiϵiΓ and ⟨ni ⟩ = ⟨si ⟩+ ⟨bi ⟩, with

⟨si ⟩ = ΓNpλi

∫ 1

0

dϵi g(ϵi ) ϵi

⟨bi ⟩ =

∫ ∞

0

dbi f (bi ) bi
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Generalizing SuperK limits [1408.1195 and 2010.16098]
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Decay mode SuperK’s 90% CL limit Our 90% CL limit Our 68% CL limit

p → νK+ 5.9× 1033 years 6.6× 1033 years 1.3× 1034 years

p → e+π0 2.4× 1034 years 2.4× 1034 years 4.9× 1034 years

Actually, our 90% CL limit for νK+ agrees perfectly with a later unpublished limit

by SuperK based on same data Takhistov 1605.03235
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Projections for p → νK+ at DUNE†

40 kton liquid Argon detector that is more sensitive to p → νK+ mode

0 5 10 15 20 25

runtime [years]

1033

1034

1035

τ
/
B

r(
p
→
ν
K

+
)

[y
e
a
rs

]

b = 0, ε = 46%

95% CL excl.

90% CL excl.

68% CL excl.

50% CL excl.

ε = 40± 10%

Expected 90% CL exclusion at 40 kton DUNE
b/Mton-year

0.25
1
2.5

0 5 10 15 20 25

runtime [years]

1033

1034

1035

τ
/
B

r(
p
→
ν
K

+
)

[y
e
a
rs

]

b = 0, ε = 46%, s = 1

ε = 40± 10%

95% CL excl.

90% CL excl.

68% CL excl.

50% CL excl.

Expected Z = 3 evidence at 40 kton DUNE
b/Mton-year

0.25
1
2.5

▶ The long dashed black line shows the idealized optimistic case of b = 0

▶ We require s ≥ 1 to claim a discovery with b = 0

†Based on the signal efficiencies and background rates from DUNE 1512.06148, Alt Thesis 2020, Alt

ICHEP 2020, Alt Radics Rubbia 2010.06552, DUNE 2002.03005
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We can also find the required runtime at DUNE for an expected
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▶ Right: horizontal dashed lines due to s ≥ 1 to claim discovery at small b
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Projections for p → νK+ at JUNO†

20 kton liquid scintillator detector that is sensitive to p → νK+ mode
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†Based on signal efficiencies and background rates from 1507.05613 and 2104.02565
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Projections for p → νK+ at Hyper-Kamiokande†

186 kton water Cerenkov detector that is more sensitive to p → e+π0 mode
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†Based on signal efficiencies and background rates for multiple independent search channels from

1805.04163.
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Projections for p → e+π0 at Hyper-Kamiokande†
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Expected reaches for 10+10 years runtime
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▶ Can probe a significant fraction of the parameter space of various presently

viable GUTs

▶ Prospects for a definitive Z = 5 discovery are particularly modest
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Conclusion

▶ We pointed out various flaws associated with frequentist statistical measures

for multi-channel counting experiments

▶ We argued in favor of conservative Bayesian-motivated statistical measures

CLexcl and CLdisc
▶ We advocate for the standard use of exact Asimov criterion to project

sensitivities

▶ We applied these methods to study statistical significances for proton decay

experiments

▶ Easy-to-use Python (+ backend C++ code) package Zstats v2.0 available

on Github

includes code snippets that generate the data for all the plots
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BACKUP SLIDES
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Converting p to Z and back

One-sided p-value in terms of the significance Z :

Z =
√
2 erfc−1(2p)
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p =
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Z dZ′f(Z′)
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Uncertain background case: Comparing various measures

Taking s and b̂ to be proportional to
∫
Ldt (temporal progress of the

experiment). Assume ∆b̂/b̂ = 0.2.
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▶ Zmed, again, suffers from the sawtooth behavior

▶ ZA, Zmean reasonable and monotonic measures
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Extreme no background limit
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ZA
disc and ZA

excl for various ∆b̂/b̂
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Other alternatives: Mean expected significances

Mean expected significances: (involves simulation of pseudo-experiments)

Zmean: Mean{Z (p1), Z (p2), Z (p3), . . .}

Z pmean: Z(Mean{p1, p2, p3, . . .})

Note: Zmean ̸= Z pmean (unlike the case with Zmed)

Z pmean is much lower than all others, dominated by unlikely outcomes with large

p values. So, not reasonable.
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Median CLexcl and CLdisc for single channel
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Expected upper limits

10−3
10−2

10−1
100

b

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

4.5

5.0

5.5

s
(e

x
p

e
ct

e
d

9
0
%

C
L

u
p

p
e
r

li
m

it
) CLAs

pAexcl

Feldman-Cousins sensitivity
Feldman-Cousins, n = round(b)

10−3
10−2

10−1
100

b

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

4.5

5.0

5.5

s
(e

x
p

e
ct

e
d

9
5
%

C
L

u
p

p
e
r

li
m

it
) CLAs

pAexcl

Feldman-Cousins sensitivity
Feldman-Cousins, n = round(b)

Statistical significances Backup slides Prudhvi Bhattiprolu (UMICH) 52 / 44

https://inspirehep.net/authors/1794660
https://lsa.umich.edu/lctp


0 5 10 15 20 25 30 35 40 45 50

b

0
1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16

s
(e

x
p

e
ct

e
d

9
0
%

C
L

u
p

p
e
r

li
m

it
)

CLAs
pAexcl

Feldman-Cousins sensitivity
Feldman-Cousins, n = round(b)

0 5 10 15 20 25 30 35 40 45 50

b

0
1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16

s
(e

x
p

e
ct

e
d

9
5
%

C
L

u
p

p
e
r

li
m

it
)

CLAs
pAexcl

Feldman-Cousins sensitivity
Feldman-Cousins, n = round(b)

Statistical significances Backup slides Prudhvi Bhattiprolu (UMICH) 53 / 44

https://inspirehep.net/authors/1794660
https://lsa.umich.edu/lctp


Signal needed for expected discovery
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Zero background limit

Note that the discovery statistics pdisc and CLdisc are not well-defined in the strict

background-free limit b → 0. Specifically,

pdisc(n, 0) =

{
0 if n ̸= 0
1 if n = 0,

CLdisc(n, 0, s) =

{
0 if n ̸= 0, s ̸= 0
1 otherwise.

Since ⟨ndisc⟩ = s for b = 0, the above implies that the exact Asimov expected

discovery significances are both infinite, Z (pAdisc) = Z (CLAdisc) = ∞, for any

non-zero s (however small).
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In order to be conservative, we can impose an additional requirement that

P(n ≥ 1) should be greater than some fixed value in order to claim an expected

discovery.

P(n ≥ 1) =
∞∑

n=1

P(n|s) = 1− e−s

▶ P(n ≥ 1) ≥ 50%: s ≥ ln 2 and nmedian
disc ≥ 1

▶ P(n ≥ 1) ≥ 63.2%: s ≥ 1 and

⟨ndisc⟩ = s ≥ 1
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Frequentist measures for multi-channel experiments

For an observation {ni},

pexcl(n⃗, b⃗, s⃗) =
∑

{ki}

N∏

i=1

P(ki |si + bi ) with Q(k⃗) ≤ Q(n⃗)

CLs(n⃗, b⃗, s⃗) =
pexcl(n⃗, b⃗, s⃗)

pexcl(n⃗, b⃗, 0)

for exclusion, and

pdisc(n⃗, b⃗, s⃗) =
∑

{ki}

N∏

i=1

P(ki |bi ) with Q(k⃗) ≥ Q(n⃗)

for discovery.
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Discovery at DUNE
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THEIA

A novel detector concept with water based liquid scintillator, 10% liquid

scintillator and 90% water, that can detect and distinguish between Cerenkov and

the scintillation light
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