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QCD at finite density

Ordinary nuclear matter: µΒ ~ 940 MeV and T ~ 0K.
Rest of the diagram virtually unknown.

Dense nuclear matter can be found in nature, in 
the interiors (and surface) of neutron stars for e.g.

Some parts of this phase 
diagram will be explored at 
RHIC, as well as at FAIR, 
NICA & J-PARC in the 
future.



Beam Energy Scan and the QCD Critical Point

The hadrons formed in a lower energy collision 
have a higher baryochemical potential µB at 
freezeout.

The Beam Energy Scan (BES) program at 
RHIC was designed to look for the conjectured 
QCD critical point.

The collision energy of the heavy ions is to be 
varied from the top RHIC energy of 200A-GeV 
down to about 5.5A-GeV.

If a critical point exists, then the evolution of the fireball created in these collisions 
should be qualitatively different in the first order region than in the crossover 
region.



Beam Energy Scan and the QCD Critical Point

The Beam Energy Scan (BES) program at 
RHIC was designed to look for the conjectured 
QCD critical point.

The collision energy of the heavy ions is to be 
varied from the top RHIC energy of 200A-GeV 
down to about 5.5A-GeV.

If a critical point exists, then the evolution of the fireball created in these collisions 
should be qualitatively different in the first order region than in the crossover 
region.

Need to validate any experimental observation from theory. Some theoretical 
estimates place the critical point at µB/T ~ 1.5-2 while others place it much 

higher.

The hadrons formed in a lower energy collision 
have a higher baryochemical potential µB at 
freezeout.



Calculating at finite density
Interesting physics, but how to calculate?

Models (PNJL, large-Nc, etc.): Possible to calculate the equation of state at 
large densities e.g. for neutron stars. Also possible to sketch out putative 
phase diagrams for physical as well as lighter-than-physical quark masses. 
However, results will necessarily be qualitative or semi-quantitative. 

Lattice QCD: Ab initio, but afflicted by the sign problem. Several partial 
solutions known, but only two have been applied to large-scale QCD 
simulations: 

Imaginary-µ: No sign problem at imaginary µ; however an analytic 
continuation is required back to real µ. 

Method of Taylor expansions: Straightforward definition. However very 
expensive: Signal-to-noise ratio falls quickly with increasing order and 
large volumes.



Calculating with QCD-like theories: Some results

FIG. 1: Left panel: the phase diagram in the PNJL and NJL models. Right panel: the size of the

critical region is plotted for χq/χ
free
q = 2, 3, 5.

divergence of the correlation length at the CEP affects the phase diagram quite far from the

CEP and that a careful analysis including effects beyond the mean field needs to be done

[20].

As seen in [19] (Fig. 7), one of the main effects of the Polyakov loop is to shorten the

temperature range where the crossover occurs (at µ = 0 the crossover occurs within a range

of 150 MeV for the NJL model and within 115 MeV for the PNJL one), thus resulting in

higher baryonic susceptibilities even far from the CEP. This effect is driven by the fact that

the one- and two-quark Boltzmann factors are controlled by a factor proportional to Φ: at

small temperature, Φ ≃ 0, results in a suppression of these contributions. The thermal bath

being then only produced via the 3-quark Boltzmann factor, our physical interpretation is

that the bath is colorless, quarks being produced only in triplet necessarily colorless in the

average because of Φ being the order parameter of Z3 in this effective theory, Φ ≃ 0 indicates

a partial restoration of the color symmetry. When the temperature increases, Φ goes quickly

to 1, resulting in a (partial) restoration of the chiral symmetry which occurs in a shorter

temperature range. In fact, the most striking difference between NJL and PNJL models is

a faster variation with temperature, around any characteristic critical temperature, of the

PNJL results.

The crossover taking place in a smaller temperature range can be interpreted as a
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Abstract

We delineate the properties of QCD matter at baryon density nB = 1� 10n0 (n0: nuclear saturation density), through the
construction of neutron star equations of state that satisfy the neutron star mass-radius constraints as well as physical
conditions on the speed of sound. The QCD matter is described in the 3-window modeling: at nB . 2n0 purely nuclear
matter; at nB & 5n0 percolated quark matter; and at 2n0 . nB . 5n0 matter intermediate between these two which
are constructed by interpolation. Using a schematic quark model with e↵ective interactions inspired from hadron and
nuclear physics, we analyze the strength of interactions necessary to describe observed neutron star properties. Our
finding is that the interactions should remain as strong as in the QCD vacuum, indicating that gluons at nB = 1 � 10 n0
remain non-perturbative even after quark matter formation.

Keywords: Neutron stars, QCD equations of state

1. Neutron star constraints on the QCD equation of state

While RHIC and LHC have been excellent laboratories to study hot and high energy QCD, neutron
stars are unique cosmic laboratories to study cold dense QCD. Solving the Tolman-Oppenheimer-Volko↵
equation for a given QCD equation of state, one can predict neutron star mass-radius (M-R) relations which
are observable. This procedure is invertible [1]; one can directly reconstruct the QCD equation of state
once the M-R relation is established from observation. Although the M-R curve is not determined precisely
because of uncertainties in the radius determinations, current observations already provide tight constraints

Fig. 1: (left) The correlation between the shape of the M-R curve and pressures at several fiducial densities. (right) P(µq) curves.
The 3-window modeling assumes that only the bold lines is trustable (the dotted lines are their extrapolations). The green curve is the
interpolated pressure.
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Fig. 2: The 3-window description of QCD matter, see text.

on equations of state. Our objective in this talk is to delineate properties of QCD matter, in light of equations
of state inferred from current neutron star constraints.

As discussed by Lattimer and Prakash [2], the features of the M-R curve are determined by the pressures
at di↵erent densities, see Fig. 1 (left). The overall radii are correlated with equations of state at1 nB . 2n0;
sti↵er (softer) equations of state lead to larger (smaller) radii2. At higher density the M-R curve increases
upward in the vertical direction without significant change in the radius; its slope is determined by the
pressure at 2n0 . nB . 4n0. The maximum mass is determined by the pressure at nB & 4n0. In Fig.1 (right)
we also indicate the sti↵ness in terms of P(µq).

The above discussion can be combined with three constraints: (i) the existence of two neutron stars of
two solar masses (2M�) [3] requires sti↵ equations of state at nB & 4n0; (ii) the recent indications in neutron
star radii analyses of rather small star radii 10�13 km [4, 5, 6], suggesting soft equations of state at nB . 2n0;
and (iii) thermodynamic and causality constraints on the speed of sound, 0 . c2

s . 1. While the analyses are
not as precise as the mass determinations, soft equations of state at low density are actually consistent with
Danielewitz’s constraint [7] obtained from heavy ion data and recent Monte-Carlo many-body calculations
[8].

It is di�cult to reconcile all these constraints simultaneously by constructing an equation of state that
is soft at low density and sti↵ at high density. By definition, sti↵ equations of state have larger P at given
". Thus the curve connecting these soft and sti↵ domains tends to contain rather large @P/@" and has the
danger of violating constraint (iii). In this way, the three conditions impose constraints one another. If we
ignored, for instance, the radius constraint (ii), then we have only to construct an equation of state which
is sti↵ from low to high densities and thereby satisfy the constraints (i) and (iii). But in this work all these
constraints are included in constructing equations of state.

2. Three window modeling of QCD matter

Following Masuda-Hatsuda-Takatsuka [9], we consider the 3-window modeling of the QCD matter in
which three domains are separately discussed (Fig.2): (a) At nB . 2n0, nuclear matter is dilute and nucle-
ons exchange only few mesons, allowing one to use sophisticated nuclear many-body calculations; (b) at
nB & 2n0, nucleons start to exchange many mesons (or quarks) and many-body forces become increasingly
important. With many quark exchanges it is natural to expect modifications of hadronic wavefunctions. It
is also in this density region where hyperons begin to emerge, causing softening problems; (c) At nB & 5n0
baryon wavefunctions spatially overlap and quarks begin to travel around (percolation), forming quark mat-
ter. Nevertheless the matter is strongly correlated; in fact perturbative QCD (pQCD) calculations predict
that the weak coupling expansion [10] does not converge well below nB ⇠ 100 n0, indicating that non-
perturbative gluons are still important at densities relevant for neutron stars, nB = 1 � 10 n0.

In practice, we use for the purely nuclear descriptions below 2n0, the SLy equation state for nB = 0�0.5n0
[11] and the Akmal-Pandharipande-Ravenhall (APR) equation of state [12] for nB = 0.5 � 2.0n0. For

1We use the notation: nB, baryon density; n0 ' 0.16 fm�3, nuclear saturation density; µq, quark chemical potential; P, pressure; ",
energy density; cs =

p
@P/@", speed of sound); T , temperature; and MN , nucleon mass. We take natural units, c = ~ = 1.

2Sti↵er equations of state have larger P at given ", not to be confused with P at given µq. See Fig. 1 (right).
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Fig. 1. Known limits of the stellar EoS on a logarithmic scale. On the horizontal axis we have the quark chemical potential (with an
offset so that the variable acquires the value 0 for pressureless nuclear matter), and on the vertical axis the pressure. The band in the
region around the question mark corresponds to the interpolating polytropic EoS used in [3].

densities one must have deconfined quark matter constrain the equation of state for compact stars? This
question can be answered now. As will be clear in what follows, the answer is a sound yes, so that the main
message is that even if there is no deconfined quark matter in the core of neutron stars, the form of the QCD
equation of state at very large densities (which is known perturbatively) affects dramatically the equation of
state for compact stars.

Although a full nonperturbative determination of the pressure of the theory is still out of reach due to the
so-called Sign Problem of lattice QCD, methods from chiral effective field theory (EFT) of nuclear forces [5]
and high-density perturbative QCD (pQCD) [6] can now provide reliable predictions for the EoS in the limits
of low density nuclear matter and dense quark matter, respectively. Furthermore, by now both approaches
produce results with reliable error estimates and error bars, so that the two limits are given in a controlled
fashion. The picture that emerges, also taking into account that neutron stars with masses M ∼ 2M⊙ do exist
[7, 8], is exhibited in Fig. 1. For a complementary phenomenological approach, see Refs. [9, 10].

2. Method

During the last few years, several articles have addressed the determination of the neutron star EoS by
combining insights from low-energy chiral EFT with the requirement that the resulting EoSs support the
most massive stars observed (see e.g. Ref. [11]). In particular, the discovery of neutron stars with masses
around two solar masses [7, 8] has recently been seen to lead to strong constraints on the properties of stellar
matter [12]. While otherwise impressive, these analyses have solely concentrated on the low density regime,
and have typically applied no microphysical constraints beyond the nuclear saturation density n0. This has
resulted in EoSs that behave very differently from that of deconfined quark matter even at rather high energy
densities.

To implement the correct asymptotic limit for the EoS of neutron star matter, we use the state-of-the-art
result of Ref. [13], where a compact expression for the three-loop pressure of unpaired quark matter, taking
into account the nonzero value of the strange quark mass, was derived (see also Refs. [14, 15] for details
of the original pQCD calculation). A particularly powerful outcome of the analysis is that the high density
constraint significantly reduces the uncertainty band of the stellar matter EoS even at low densities, well
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Numerical approaches: Lattice QCD

The sign problem occurs when the action becomes complex and the phase 
can no longer be ignored. Instead of importance sampling i.e. a subset of 
configurations contributing the most, all configurations now become equally 
important and the final answer relies on a delicate cancellation of phases.

Although very successful at T > 0 and µB = 0, it unfortunately suffers from the 
infamous sign problem at µB not equal to 0.

Lattice QCD is a first-principles approach to QCD that consists of solving 
QCD numerically in its difficult non-perturbative regime.

No solution to the sign problem is known; however various partial solutions 
exist of which two viz. analytic continuation and the method of Taylor 
expansions, have been the most successful.



QCD at imaginary µ

Another possible source of systematic error comes from the choice of 
function used to perform the analytic continuation (polynomial, rational 
function, etc.).

There is no sign problem at imaginary µ i.e. µ = iµi. Thus one can calculate 
different observables at various values of iµi and try to analytically continue 
the results back to real µ.

It must be kept in mind however that at high values of T, one has the 
Roberge-Weiss (RW) first order transition at µi = 2πT. At low temperatures, 
there are no such restrictions on the allowed values of µi.

In practice however, good results have been obtained by this method, especially 
for the quark number susceptibilities [M. D’Elia, G. Gagliardi and F. Sanfilippo, arXiv:

1611.08285], which we shall discuss next [See also Guenther et al. EPJ Web Conf. 137 

(2017) 07008]. Similarly, there are also results for the curvature of the chiral phase 
transition line [D’Elia et al. Wuppertal-Budapest, Cea et al. (2015)], which too are in good 
agreement with results obtained from the Taylor method [Bielefeld-BNL 2009].



QCD at imaginary µ

Quite good agreement with the Wuppertal-Budapest results, as also with the 
old (p4) Bielefeld-BNL results.
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ncopies 64 128 256 512

χ2,0,0 0.401(37) 0.400(19) 0.410(12) 0.4158(81)

χ0,0,2 0.186(5) 0.191(3) 0.1862(24) //

χ1,0,1 -0.031(9) -0.026(5) -0.031(3) //

χ1,1,0 -0.084(24) -0.084(12) -0.075(8) //

χ4,0,0 9(7) 3(2) 1.1(8) 1.05(35)

χ0,0,4 0.16(19) 0.33(6) 0.336(40) //

χ2,0,2 0.12(45) 0.10(15) 0.17(7) //

χ2,2,0 3(3) 0.7(9) 0.2(3) //

TABLE III: A subset of 2nd and 4th order susceptibilities as
a function of the number of random sources is shown. Data
refer to simulations at µ = 0 and T = 143 MeV.

ities the improvement is dramatic: analytic continuation
leads to an improvement which is of order 10, in terms of
time machine, for the diagonal light quark susceptibility,
χ4,0,0, and grows up to order 100 for the non-diagonal
susceptibilities (no significant improvement is observed,
instead, for χ0,0,4).
For sake of completeness, in Table III, we report the

values of some 2nd and 4th order susceptibilities as a
function of the number of random sources. Our deter-
minations suggest that the error over 4th order cumu-
lants decreases more sharply with respect to the 2nd or-
der ones when increasing the number of random vectors.
This different behaviour is expected, since 4th order cu-
mulants are composed by terms which involve products
of three and four traces and their uncertainty decreases
more sharply as the number of random vectors is in-
creased. For sure, by increasing sufficiently the num-
ber of random sources error saturation will occur due to
the fact that gauge fluctuations dominate over random
noise. However, it is possibile that going from 256 to
512 or 1024 random sources, this trend continues to be
valid. Therefore, uncertainties over quark number sus-
ceptibilities determined from direct sampling and from
the global fit could scale differently as the number of
sources is increased, leading to a slight change in the effi-
ciency comparison, which however should not change the
main conclusion, i.e. that analytic continuation gains a
large factor, below Tc, starting from fourth order suscep-
tibilities, and especially for mixed ones.
Let us try to give a few possibile explanations for

the fact that analytic continuation seems to be not
so convenient above Tc. A significant role is surely
played by the fact that small eigenvalues of the Dirac
operator are strongly suppressed above Tc (due to chiral
symmetry restoration), so that, at the same time, the
multiple inversions needed in the standard method are
less costly, and fluctuations in the noisy estimators
are suppressed; this effect is visible even below Tc, for
susceptibilities involving strange quarks, which have a
larger mass, for which the gain of analytic continuation

0

0.3

0.6

0.9

1.2

100 150 200 250 300

χ
B 4
/χ

B 2

T [MeV]

Wuppertal-Budapest (2013)
This Work

FIG. 10: Temperature dependence of the ratio χB
4 /χB

2 of
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minations while red points, corresponding to data obtained
on a Nt = 8 lattice using our own discretization, are taken
from [7]

is less marked. Another possible factor is related to
the fact that we are working with a fixed aspect ratio,
so that simulations at higher temperatures are based
on smaller physical volumes, where problems related
to the lack of self-averaging are expected to be less
severe. Finally, in the high temperature phase analytic
continuation is surely disfavored by the reduced range
of explorable chemical potentials, due to RW or RW-like
transitions: that affects both the statistical accuracy of
the global fit and, even more important, the systematic
uncertainty related to truncation effects.

Another question that we would like to answer, which
regards the optimal strategy to be followed, is whether
there is any significant gain in trying measuring also sus-
ceptibilities of order larger than 2. In other case, like in
the use of analytic continuation for the study of θ de-
pendence [24–26], the issue is not very important, since
one can compute cumulants of the topological charge at
any chosen order with no significant computational over-
head; in this case instead, going one order further in the
measure of cumulants means adding new inversions of
the Dirac operator, with a considerable overhead. To
this purpose, we performed trial simulations at T = 143
MeV, measuring all quark number susceptibilities up to
order three, and observing how errors change as a func-
tion of the order of the susceptibilities included in the
global fit. Some results are reported in Fig. 11. A re-
markable improvement is achieved when adding second
order susceptibilities to the information coming from just
quark number densities: the improvement reaches up to a
factor 3, in terms of error reduction. On the other hand,
including also the third order has a low impact, since in
general only little gain is achieved.
Finally, we would like to discuss whether the choice

of equally distributed simulation points, along the
imaginary chemical potential axes, is optimal or not. In
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FIG. 11: We show how the precision attained for some suscep-
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the global fit. The first three graphs correspond to a global fit
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8, whereas for the last three µmax/T = 0.2π and a polyno-
mial of degree 4 has been used. Data refer to simulations at
T = 143 MeV.

principle, one would expect that having more simulations
where cumulants get larger contributions from higher
order terms of the expansion, i.e. at larger values of µI ,
would be better, in order to obtain more information
on higher order susceptibilities. However, one must
consider that, in order to properly perform the analysis
on the systematic error related to the series truncation,
which has been illustrated in the previous subsection,
one needs enough determinations at small µI as well. In
fact, we have tried to perform the analysis on various
subsets of our simulation points, keeping more data
either in the high or in the low µI region and comparing
the final error in the various cases, after normalizing it
to the total computational effort needed. The result is
that there is indeed a benefit in having more points in
the high µI region when one considers just the statistical
error, however that disappears when the total error
(statistical + systematic) is taken into account, so that
the choice of equally distributed points still seems a
reasonable one.

The complete list of susceptibilities determined on the
323 × 8 lattice are reported in Tables IV - VII, while in
Figs. 10, 12, 13, 14 and 15 some of those susceptibilities
are shown, as a function of T , and compared with results
obtained by other groups using the direct computation
approach. A very good agreement is found for almost all
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quantities and a higher precision is reached in our case,
at least in the confined phase T < Tc. Only a small dis-
crepancy is observed for the χus

2 in the high temperature
regime (see Fig. 15). The source of this mismatch can be
attributed to the different aspect ratios used in the two
cases. Indeed, Ref. [44] adopted Ns/Nt = 3, while in our
case we have Ns/Nt = 4; looking at Fig. 9 it is clear that
finite volume effects are still non negligible for aspect ra-
tio 3 and for this values of the temperature, and point
exactly in the direction of the observed discrepancy.

C. An application to the search for a critical
endpoint

The obtained susceptibilities could be used for several
phenomenological analyses, like a determination of the
freeze-out line [6–8]. However, since our results still lack
of a reliable continuum extrapolation and have been ob-
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principle, one would expect that having more simulations
where cumulants get larger contributions from higher
order terms of the expansion, i.e. at larger values of µI ,
would be better, in order to obtain more information
on higher order susceptibilities. However, one must
consider that, in order to properly perform the analysis
on the systematic error related to the series truncation,
which has been illustrated in the previous subsection,
one needs enough determinations at small µI as well. In
fact, we have tried to perform the analysis on various
subsets of our simulation points, keeping more data
either in the high or in the low µI region and comparing
the final error in the various cases, after normalizing it
to the total computational effort needed. The result is
that there is indeed a benefit in having more points in
the high µI region when one considers just the statistical
error, however that disappears when the total error
(statistical + systematic) is taken into account, so that
the choice of equally distributed points still seems a
reasonable one.

The complete list of susceptibilities determined on the
323 × 8 lattice are reported in Tables IV - VII, while in
Figs. 10, 12, 13, 14 and 15 some of those susceptibilities
are shown, as a function of T , and compared with results
obtained by other groups using the direct computation
approach. A very good agreement is found for almost all
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quantities and a higher precision is reached in our case,
at least in the confined phase T < Tc. Only a small dis-
crepancy is observed for the χus

2 in the high temperature
regime (see Fig. 15). The source of this mismatch can be
attributed to the different aspect ratios used in the two
cases. Indeed, Ref. [44] adopted Ns/Nt = 3, while in our
case we have Ns/Nt = 4; looking at Fig. 9 it is clear that
finite volume effects are still non negligible for aspect ra-
tio 3 and for this values of the temperature, and point
exactly in the direction of the observed discrepancy.

C. An application to the search for a critical
endpoint

The obtained susceptibilities could be used for several
phenomenological analyses, like a determination of the
freeze-out line [6–8]. However, since our results still lack
of a reliable continuum extrapolation and have been ob-

[M. D’Elia, G. Gagliardi and F. 
Sanfilippo, arXiv:1611.08285].



The method of Taylor expansions

The quark number susceptibilities (QNS) are the Taylor coefficients of the expansion 
of the pressure i.e. logarithm of the partition function, w.r.t. the chemical potential µ.
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and quark mass are given by
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Here we use m as the dimensionless quark mass value
instead of ma, and also ! ! !qa for the dimensionless
quark chemical potential. The temperature is T ! #N"a$%1

and the volume is V ! #N#a$3. Moreover, we introduce for
simplification,
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All Taylor expansion coefficients used in this paper can be
expressed in terms of expectation values of certain combi-
nations of Cn and Dn. The required derivatives of ln detM
and TrM%1 are explicitly given in the following.
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QCD at finite density

These traces cannot be evaluated exactly, since M-1 cannot be evaluated exactly. 
They must be evaluated stochastically. In our case, we used ~1,500 random vectors 
per configuration.

After these traces are evaluated, they are put together in the necessary combination 
to calculate the relevant QNS’s e.g.
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Having defined the explicit representation of Cn and Dn
we now can proceed to define the expansion coefficients
for various thermodynamic quantities discussed in this
paper.

Pressure (p).—The pressure is obtained from the loga-
rithm of the QCD partition function. Its expansion is
defined in Eqs. (3.1) and (3.2). The leading expansion
coefficient c0 is given by the pressure calculated at !q "
0. All higher order expansion coefficients are given in
terms of derivatives of lnZ.
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; (A16)
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To generate the expansion we first consider derivatives of
lnZ for ! ! 0. For the first derivative we find
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Higher order derivatives are generated using the relation
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With this we can generate higher order derivatives of lnZ
iteratively using
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Explicitly we find from Eq. (A20)
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From Eq. (A21) we then obtain through repeated applica-
tion of Eq. (A19),

C. R. ALLTON et al. PHYSICAL REVIEW D 71, 054508 (2005)

054508-16

Here A6 is the combination required to calculate χ6. Care must be taken to evaluate 
the squares, cubes, etc. in an unbiased manner. Once this is done for each 
configuration, the QNS can be calculated by averaging over the ensemble.

The signal-to-noise ratio drops quickly with increasing order. Need very high 
statistics in order to get a decent result for the higher order susceptibilities.



Coupling the chemical potential µ

Straightforward coupling of µ to the quark matrix leads to µ2/a2 divergences 
[Hasenfratz & Karsch ‘84].

Coupling µ exponentially (so that it appears as part of the fourth component of 
the vector potential) gets rid of these divergences. However now unlike in the 
continuum, not only the first but all higher derivatives of the quark matrix are 
also non-zero. The additional terms act like counterterms that serve to cancel 
the divergence.

Alternatively, one may couple µ linearly but to the conserved current [Gavai & 
Sharma (2010)]. Now divergences do arise and need to be subtracted. However 
these only appear at 2nd and 4th orders. Higher orders are still divergence free.

Also, since µ is coupled linearly, all derivatives except the first are zero.



Linear vs Exponential µ

and its derivatives with respect to quark chemical potential
and quark mass are given by
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Here we use m as the dimensionless quark mass value
instead of ma, and also ! ! !qa for the dimensionless
quark chemical potential. The temperature is T ! #N"a$%1

and the volume is V ! #N#a$3. Moreover, we introduce for
simplification,
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All Taylor expansion coefficients used in this paper can be
expressed in terms of expectation values of certain combi-
nations of Cn and Dn. The required derivatives of ln detM
and TrM%1 are explicitly given in the following.
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Coupling µ non-linearly gives rise to all possible derivative terms. The number of 
terms rises rapidly with increasing order.

For e.g. in the exponential formalism, at sixth order one has the following traces 
viz. 



Linear vs Exponential µ

and its derivatives with respect to quark chemical potential
and quark mass are given by
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Here we use m as the dimensionless quark mass value
instead of ma, and also ! ! !qa for the dimensionless
quark chemical potential. The temperature is T ! #N"a$%1
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All Taylor expansion coefficients used in this paper can be
expressed in terms of expectation values of certain combi-
nations of Cn and Dn. The required derivatives of ln detM
and TrM%1 are explicitly given in the following.
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By contrast, if µ is coupled linearly, all terms with second and higher derivatives of 
µ are zero.

Coupling µ non-linearly gives rise to all possible derivative terms. The number of 
terms rises rapidly with increasing order.



Linear vs Exponential µ

and its derivatives with respect to quark chemical potential
and quark mass are given by
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Here we use m as the dimensionless quark mass value
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All Taylor expansion coefficients used in this paper can be
expressed in terms of expectation values of certain combi-
nations of Cn and Dn. The required derivatives of ln detM
and TrM%1 are explicitly given in the following.
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By contrast, if µ is coupled linearly, all terms with second and higher derivatives of 
µ are zero.

Coupling µ non-linearly gives rise to all possible derivative terms. The number of 
terms rises rapidly with increasing order.
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and its derivatives with respect to quark chemical potential
and quark mass are given by
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Here we use m as the dimensionless quark mass value
instead of ma, and also ! ! !qa for the dimensionless
quark chemical potential. The temperature is T ! #N"a$%1

and the volume is V ! #N#a$3. Moreover, we introduce for
simplification,
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All Taylor expansion coefficients used in this paper can be
expressed in terms of expectation values of certain combi-
nations of Cn and Dn. The required derivatives of ln detM
and TrM%1 are explicitly given in the following.
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Since matrix inversion is the most expensive part of the calculation, this results in 
a huge gain at higher orders.

Thus one only needs N matrix inversions at Nth order. By comparison, in the 
exponential case one needs around 20 matrix inversions at sixth order.



QCD at finite density

Multiple lattice spacings allowed us to take the continuum limit in the 2nd order case 
while for the 4th and 6th order cases, our high-statistics results for Nt = 6 & 8 allowed 
us to calculate the continuum estimate.

We calculated all the QNS (49 in all) up to sixth order, on lattices of size 6 – 16, in 
the temperature range [135 MeV, 280 MeV] and for two quark masses viz. ml = ms/
20 and ml = ms/27.



QCD at finite density

Our measurements were carried out on 50-100,000 configurations for each 
temperature, with up to 1,500 random sources on each configuration.

We used the exponential formalism to calculate 2nd and 4th order QNS, and 
the linear formalism from the 6th order onwards.

Chiral crossover 
region
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Fig. 1. Left: The leading order (RB,0
31 ) result for the skewness ratio RB

31 versus temperature calculated in (2+1)-flavor QCD on lattices
of size (4N⌧)3 · N⌧ with N⌧ = 6, 8 for a strangeness neutral system with r = 0.4. The insertion shows the di↵erence between the LO
expansion coe�cients for RB

42 and RB
31. Right: The ratio of the NLO expansion coe�cients, RB,2

42 and RB,2
31 . The insertion shows the

corresponding di↵erence RB,2
42 � 3RB,2

31 . Horizontal lines in the right hand figure corresponds to the result for µS = µQ = 0. For details
see discussion in text.

In Fig. 1(left) we show results for RB,0
31 , i.e. the leading order result for RB

31 at µB = 0. The insertion in
this figure shows the di↵erence RB,0

42 (T ) � RB,0
31 (T ). As can be seen, for temperatures in the crossover region,

Tc,0 = (154±9) MeV (yellow band in main panel), the magnitude of this di↵erence is at most 2% of RB,0
31 (T )

but may reach about 10% at T ' 180 MeV. This suggests that the skewness ratio RB
31 = SB�3

B/MB and the
kurtosis ratios RB

42 = B�
2
B should be almost identical at the highest RHIC energies, where µB/T ' 0.15.

In Fig. 1(right) we show the ratio of the NLO expansion coe�cients RB,2
42 (T ) and RB,2

31 (T ). For µQ =
µS = 0 it is straightforward to show that this ratio equals three as stated in Eq. 4. In the constraint case this,
however, does not need to be the case. In fact, in the infinite temperature limit the ratio varies between 5/3
and 2, depending on the value of MQ/MB = r. Precise calculations of the ratio RB,2

42 /R
B,2
31 are demanding as

one needs to evaluate 6th order cumulants and both expansion coe�cients may change sign in the tempera-
ture range of interest. With the presently available statistics this causes the large errors on RB,2

42 /R
B,2
31 seen in

Fig. 1(right) for some values of T . It is, however, evident that the ratio of NLO expansion coe�cients stays
close to 3 in a wide T -range. Hence one may expect that the dependence of the kurtosis ratio, B�2

B = �
B
4 /�

B
2 ,

on µB, and thus on
p

sNN , is significantly larger than that of the skewness ratio SB�3
B/MB = �B

3 /�
B
1 .

3. Cumulants of net-proton number fluctuations

We compare these generic features of the relation of LO and NLO expansion coe�cients of the Taylor
expansion of cumulant ratios RB

42 and RB
31 with experimental data on ratios of cumulants of net proton

number fluctuations measured in the BES at RHIC. To do so, we also note that we may eliminate the
dependence of these cumulant ratios on µB, by solving the Taylor series expansion for another ratio, e.g.
RB

12(T, µB) = MB/�2
B ⌘ RB,1

12 (T )µB/T + O(µ3
B). Eliminating µB/T in Taylor expansions in favor of RB

12 is
possible as long as the relation between both is unique. This will not be the case in general, but seems to
hold in the (T, µB) regime covered in the BES. As can be seen from Fig. 2(left), along the freeze-out line the
ratio RP

12 is a monotonically decreasing function of the beam energy, i.e. RP
12 rises with increasing µB.

In Eq. 3 we thus may replace µB/T by
⇣
RB,1

12

⌘�1
MB/�2

B. Experimentally one cannot directly measure
net-baryon number fluctuations and their cumulants. One rather has access only to cumulants of net-proton
number fluctuations. It then is appropriate to consider the ratios RP

42 and RP
31 as functions of RP

12 and test
to what extent the generic features discussed for the corresponding ratios RB

42 and RB
31 are reflected in the

data. In Fig. 2 we show preliminary data on ratios of various net-proton number cumulants obtained by the
STAR Collaboration in the transverse momentum range 0.4GeV  pt  2.0GeV. The left hand figure shows
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Fig. 2. Left: Preliminary data for RP
12 = MP/�2

P and RP
32 = SP�P obtained by the STAR Collaboration in the transverse momentum

interval, 0.5 GeV  pt  2.0 GeV. Right. Results for RP
31 = �

P
3 /�

P
1 constructed from the data shown in the left hand part of the figure

and preliminary data for RP
42 = �

P
4 /�

P
2 (the data point for RP

42 at
p

sNN = 7.7 GeV is not shown). For details see discussion in the text.

that SP�P < MP/�2
P holds in the entire energy range covered in the BES at RHIC. This is clearly di↵erent

from HRG model predictions, where these two cumulant ratios are identical. Such a di↵erence, however,
naturally arises in QCD thermodynamics. As can be seen in Fig. 1(left) the ratio RB

31 = RB
32/R

B
12 is smaller

than unity for all T . A quadratic fit to the STAR data for RP
31 vs. RP

12, for RP
12  0.9, or equivalently for beam

energies
p

sNN � 19.6 GeV, yields RP
31 = 0.80(4) � 0.15(5)(RP

12)2. The intercept at RP
12 = 0, i.e. at µB = 0, is

shown in Fig. 1(left) as a horizontal bar. It is consistent with a freeze-out temperature at or below the QCD
transition temperature, Tc,0. This also is consistent with freeze-out temperatures obtained from an analysis
of cumulants of net-electric charge fluctuations as functions of RP

12 [7].
Fig. 2(right) shows the STAR data for RP

31 and RP
42. The latter have large statistical and systematic

errors. The grey band shown in this figure is the expected behavior of RP
42 when using knowledge on RP

31 as
input and assuming that the data on net-proton number fluctuations follow the generic behavior discussed
above for net-baryon number fluctuations in QCD at small values of µB, i.e. it shows three times the slope
obtained from a fit to RP

31 (light blue band). Performing a fit to the data for RP
42 that is constrained at µB = 0

by assuming RP
42(µB = 0) = RP

31(µB = 0) yields, RP
42 = 0.80 � 0.59(30)(RP

12)2. This is shown by the light red
band. Although errors on the data are still large, this result is consistent with an expected factor three larger
curvature coe�cient for the data on RP

42 with respect to the data on RP
31.

4. Conclusions

Data on cumulants of higher order net-proton number fluctuations taken at RHIC at beam energiesp
sNN � 19.6 GeV are consistent with expectations deduced from QCD calculations for cumulants of net-

baryon number fluctuations performed in a NLO Taylor expansion in µB. In particular, the strong decrease
of P�2

P relative to the mild variation of SP�P is consistent with ”non-critical” behavior of cumulant ratios.
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Fig. 2. Left: Preliminary data for RP
12 = MP/�2

P and RP
32 = SP�P obtained by the STAR Collaboration in the transverse momentum

interval, 0.5 GeV  pt  2.0 GeV. Right. Results for RP
31 = �

P
3 /�

P
1 constructed from the data shown in the left hand part of the figure

and preliminary data for RP
42 = �

P
4 /�

P
2 (the data point for RP

42 at
p

sNN = 7.7 GeV is not shown). For details see discussion in the text.

that SP�P < MP/�2
P holds in the entire energy range covered in the BES at RHIC. This is clearly di↵erent

from HRG model predictions, where these two cumulant ratios are identical. Such a di↵erence, however,
naturally arises in QCD thermodynamics. As can be seen in Fig. 1(left) the ratio RB

31 = RB
32/R

B
12 is smaller

than unity for all T . A quadratic fit to the STAR data for RP
31 vs. RP

12, for RP
12  0.9, or equivalently for beam

energies
p

sNN � 19.6 GeV, yields RP
31 = 0.80(4) � 0.15(5)(RP

12)2. The intercept at RP
12 = 0, i.e. at µB = 0, is

shown in Fig. 1(left) as a horizontal bar. It is consistent with a freeze-out temperature at or below the QCD
transition temperature, Tc,0. This also is consistent with freeze-out temperatures obtained from an analysis
of cumulants of net-electric charge fluctuations as functions of RP

12 [7].
Fig. 2(right) shows the STAR data for RP

31 and RP
42. The latter have large statistical and systematic

errors. The grey band shown in this figure is the expected behavior of RP
42 when using knowledge on RP

31 as
input and assuming that the data on net-proton number fluctuations follow the generic behavior discussed
above for net-baryon number fluctuations in QCD at small values of µB, i.e. it shows three times the slope
obtained from a fit to RP

31 (light blue band). Performing a fit to the data for RP
42 that is constrained at µB = 0

by assuming RP
42(µB = 0) = RP

31(µB = 0) yields, RP
42 = 0.80 � 0.59(30)(RP

12)2. This is shown by the light red
band. Although errors on the data are still large, this result is consistent with an expected factor three larger
curvature coe�cient for the data on RP

42 with respect to the data on RP
31.

4. Conclusions

Data on cumulants of higher order net-proton number fluctuations taken at RHIC at beam energiesp
sNN � 19.6 GeV are consistent with expectations deduced from QCD calculations for cumulants of net-

baryon number fluctuations performed in a NLO Taylor expansion in µB. In particular, the strong decrease
of P�2

P relative to the mild variation of SP�P is consistent with ”non-critical” behavior of cumulant ratios.
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Ratios of QNS can be related to ratios of 
fluctuat ions of conserved charges 
observed exper imenta l ly. From a 
comparison between lattice results and 
expt. it is possible to extract a value (Tf, 
μBf) at freezeout. This value agrees well 
with other determinations [F. Karsch, 
QM2015].



Strangeness neutrality and initial conditions in 
heavy-ion collisions

The initial conditions in a heavy-ion collision are i) nS = 0 (net strangeness zero), 
and ii) nQ/nB = const. (fixed proton-to-neutron ratio).

These conditions imply that μQ and μS are nonzero whenever μB is. Using the 
QNS, they can be determined order-by-order in μB.



Corrections to the pressure

BNL-Bielefeld-CCNU, Phys. 
Rev. D86, 054504 (2017)

Shapes can be qualitatively 
understood as due to the 
2nd order O(4) transition in 
the chiral limit.

Similar to corrections for the 
case μQ = μS = 0 but about 
20% smaller in magnitude.



6th-order 
contributions start to 
become visible 
beyond μB/T = 2

Pressure, energy and entropy



However, BES will 
attain chemical 
potentials μB/T ~ 3 - 
3.5. Clearly an 8th 
order expansion is 
needed (Work in 
progress)!

Pressure, energy and entropy



Lines of constant physics and the curvature of the 
freeze-out line

Lines of constant p, σ or ε are curves in the T-μB plane. For small μB, we can 
parametrize: T(μB) = T0 + κ2(μB/T)2 + κ4(μB/T)4 + …

We determine κ2 and κ4 from our 2nd and 4th-order Taylor expansions. κ4 is 
smaller than κ2 by an order of magnitude. Our current statistics do not permit an 
accurate determination of κ6.



Lines of constant physics and the curvature of the 
freeze-out line

For T between 145 and 165 MeV, 0.0064 <= κ2p <= 0.0101 and 0.0087 <= κ2ε <= 
0.012 [S. Sharma, QM2017]. This is in agreement with estimates for the curvature 
of the line of the chiral transition temperature [BNL-Bielefeld 2010; BW 2012, 2015; 
D’Elia et al. 2015; Cea et al. 2015].

Phenomenologically, freeze-out has been conjectured to occur along such lines 
of constant ε or σ [Cleymans and Redlich 1999].



Conclusions
Unlike QCD at finite temperature, which by now has been fairly well-studied, 
the study of QCD at finite density is only just beginning. 

Lattice QCD, which works so well at finite T, unfortunately breaks down at µ 
not equal to 0. 

Because of this, currently one has to rely on a combination of approaches, 
each of which may apply to a different region of the phase diagram. 

Lattice QCD itself may be extended to the region of high T and small µ. 
Although only a small region of the phase diagram, this is very important as 
this is the region accessed in heavy-ion collisions. 

Here two approaches viz. imaginary µ and the method of Taylor expansions 
have met with some success. Both are computationally intensive and work in 
progress. Of these, the method of Taylor expansions has been successful in 
providing a reliable equation of state down to beam energies of ~ 12 GeV. It is 
hoped to extend this to cover the whole range of (T,µ) studied both at RHIC as 
well as at FAIR, NICA, J-PARC, etc. in the future.


