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And the really big bad 
ghoul… nonlocality. But 
let’s not go there.



VCKM

Quark mixing in the Standard Model

Imaginary component gives rise to matter-antimatter asymmetry (CP violation)
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Equal 
amount of 
matter and 
antimatter 
created

Today: 
almost no 
antimatter 
in the 
universe

So where did all the antimatter go?

Why does antimatter matter?



Other reasons exist
Hierachy, naturaleness, etc.

Inconsistency between SM picture 
of CPV and Big Bang comes directly 
from the quark masses and cannot 
be explained away though.

If Big Bang picture is correct, 
there must be sources of CPV 
outside the SM!



Potential NP is constrained by flavour
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Any extension of Standard Model found in DIRECT SEARCHES must comply with a 
non-trivial flavor structure: Flavor is a key ingredient of any BSM theory, which may 
help to discover NP!
!
The absence of FCNC already now sets strong constraints on the multi TeV-scale 
physics (higher than those found in direct searches so far, even foreseeable at LHC)!

LHC : direct vs. indirect searches!

3"This technique has been used since a long time in particle physics with great success!

arXiv:1302.0661!

2.1 Flavour Changing Neutral Currents 7

searches allow us to access new particles produced virtually in loop processes. In indirect
searches, flavour observables play a key-role to explore New Physics at higher energy scales.

This chapter is devoted to the theoretical description of rare processes involving FCNCs,
with particular attention to the B0

d ! µ

+
µ

� and B0
s ! µ

+
µ

� decays. The search for such rare
decays ultimately aims at testing the Standard Model of particle interactions and eventually
uncovering New Physics beyond the Standard Model.

�.� Flavour Changing Neutral Currents
Flavour Changing Neutral Currents are absent at the tree level in the Standard Model.
Charged currents mediated by W± bosons can instead violate flavour, therefore one can
use a W boson in a loop to create an overall Flavour Changing Neutral process: FCNC pro-
cesses are thus possible at higher orders. The diagrams in 2 represent decay amplitudes at
the level of elementary particles (quarks, leptons, bosons).

(a)

Figure 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Feynman diagrams of the SM processes contributing to B0

s ! µ

+
µ

� decays, involving top quarks and W bosons: Z0-
penguin diagrams on the left and box diagram on the right. Self energy (gluonic) corrections and Higgs contributions
are here not considered.

To actually calculate a decay rate, one needs to account for the fact that quarks are con-
fined inside hadrons, bound by the exchange of soft gluons. The case of the B0

s(d) ! µ

+
µ

�

decay is the cleanest possible exclusive B-decay: due to the purely leptonic final state, all
non-perturbative effects can be confined to a single parameter, the B-meson decay constant,
defined via the axial-vector current matrix element [28]:

⌦
0|q̄g

µ

g5b|B̄q(p)
↵
= ip

µ

FBq , (11)

where p
µ

is the four-momentum of the initial B-meson and q represents the d or s quark.
Theoretical calculations of hadronic decay rates are based on effective Hamiltonians of

the type [29]:

Heff =
GFp

2 Â
i

Ci(µ)Qi(µ) , (12)

and the decay amplitude for a meson |Mi (e.g. K, D, B) into a final state |Fi (e.g. pp, µµ),
is given by

A(M ! F) = hF| Heff |Mi = GFp
2 Â

i
Ci(µ) hF| Qi(µ) |Mi . (13)
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Constraining new physics in B
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s mixing 3
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Fig. 1. Leading order diagrams for neutral meson mixing in the SM.

2. Beauty mixing phenomenology in a nutshell

Excellent pedagogical introductions to neutral meson mixing can be found in
textbooks

4
, recent reviews

5,6
and lecture notes.

7,8
An up-to-date review of exper-

imental constraints on B meson mixing can also be found in the PDG.
9
The fol-

lowing discussion applies to neutral mesons of any kind. However, we shall denote
the flavour eigenstate with the symbol B

0
for beauty meson and use numerical

estimates that apply to B
0
s and B

0
d .

2.1. Time-evolution of the B
0
-B

0
system

Consider the wave function B
0
(t) for a neutral meson that is the superposition of

flavour eigenstates B
0
and B

0
. The time-evolution of its projections into flavour

eigenstates is given by a Schrödinger equation

i
d

dt

 
hB0|B(t)i
hB0|B(t)i

!
=

✓
H11 H12

H21 H22

◆  hB0|B(t)i
hB0|B(t)i

!
. (2)

Since the meson decays and we do not consider the wave function of final states, the
Hamiltonian H is not hermitian. However, like any other complex matrix, it can be
decomposed in terms of two hermitian matrices, which we label by M and �,

H = M � i
2�. (3)

Since M and � are hermitian, their diagonal elements are real and we have M21 =
M

⇤
12 and �21 = �

⇤
21. CPT invariance requires M11 = M22 and �11 = �22. Ignoring

for the moment the interference with phases in the final state, the common phase
of B

0
and B

0
is arbitrary such we can choose either the phase of M12 or �12 and

only their phase di↵erence matters. Consequently, the mixing can be parametrized
by five real parameters, which are conventionally chosen to be

M11, �11, |M12|, |�12| and �12 = arg

✓
�M12

�12

◆
. (4)

The mass M11 is determined by the quark masses and strong interaction binding
energy. In the B system it is about 5 GeV and more than ten orders of magnitude
larger than the size of the other elements, which all involve the weak interaction.

The time-evolution of the meson-anti-meson system is described in terms of the
eigenstates of the Hamiltonian. The two mass eigenstates can be written as linear

Chapter 3

Flavor physics beyond the SM: models and predictions

If the physics beyond the SM respects the SM gauge symmetry, as we expect from general arguments,
the corrections to low-energy flavor-violating amplitudes can be written in the following general form

A(fi ! fj +X) = A0


cSM
M2

W

+

cNP

⇤

2

�
, (3.1)

where ⇤ is the energy scale of the new degrees of freedom. This structure is completely general: the
coefficients cSM(NP) may include appropriate CKM factors and eventually a ⇠ 1/(16⇡2

) suppression if
the amplitude is loop-mediated. Given our ignorance about the cNP, the values of the scale ⇤ probed by
present experiments vary over a wide range. However, the general result in Eq. (3.1) allows us to predict
how these bounds will improve with future experiments: the sensitivity on ⇤ scale as N1/4, where
N is the number of events used to measure the observable. This implies that is not easy to increase
substantially the energy reach with indirect NP searches only. Moreover, from Eq. (3.1) it is also clear
that indirect searches can probe NP scales well above the TeV for models where (cSM ⌧ cNP), namely
models which do not respect the symmetries and the symmetry-breaking pattern of the SM.

The bound on representative �F = 2 operators have already been shown in Table 1.1. As can
be seen, for cNP = 1 present data probes very high scales. On the other hand, if we insist with the
theoretical prejudice that NP must show up not far from the TeV scale in order to stabilize the Higgs
sector, then the new degrees of freedom must have a peculiar flavor structure able to justify the smallness
of the effective couplings cNP for ⇤ = 1 TeV.

1 The Minimal Flavor Violation hypothesis
The main idea of MFV is that flavor-violating interactions are linked to the known structure of Yukawa
couplings also beyond the SM. In a more quantitative way, the MFV construction consists in identifying
the flavor symmetry and symmetry-breaking structure of the SM and enforce it also beyond the SM.

The MFV hypothesis consists of two ingredients [49]: (1) a flavor symmetry and (ii) a set of
symmetry-breaking terms. The symmetry is noting but the large global symmetry Gflavor of the SM
Lagrangian in absence of Yukawa couplings shown in Eq. (1.4). Since this global symmetry, and partic-
ularly the SU(3) subgroups controlling quark flavor-changing transitions, is already broken within the
SM, we cannot promote it to be an exact symmetry of the NP model. Some breaking would appear at the
quantum level because of the SM Yukawa interactions. The most restrictive assumption we can make to
protect in a consistent way quark-flavor mixing beyond the SM is to assume that Yd and Yu are the only
sources of flavor symmetry breaking also in the NP model. To implement and interpret this hypothesis
in a consistent way, we can assume that Gq is a good symmetry and promote Yu,d to be non-dynamical
fields (spurions) with non-trivial transformation properties under Gq:

Yu ⇠ (3, ¯3, 1) , Yd ⇠ (3, 1, ¯3) . (3.2)

If the breaking of the symmetry occurs at very high energy scales, at low-energies we would only be
sensitive to the background values of the Y , i.e. to the ordinary SM Yukawa couplings. The role of the
Yukawa in breaking the flavor symmetry becomes similar to the role of the Higgs in the the breaking
of the gauge symmetry. However, in the case of the Yukawa we don’t know (and we do not attempt to
construct) a dynamical model which give rise to this symmetry breaking.
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Hierachy, naturaleness, etc.

Inconsistency between SM picture 
of CPV and Big Bang comes directly 
from the quark masses and cannot 
be explained away though.

If Big Bang picture is correct, 
there must be sources of CPV 
outside the SM!

Existing quark-mixing measurements 
constrain generic BSM models at 
the TeV scale, competitive with 
direct searches.



Potential NP is constrained by flavour
Hierachy, naturaleness, etc.

Inconsistency between SM picture 
of CPV and Big Bang comes directly 
from the quark masses and cannot 
be explained away though.

If Big Bang picture is correct, 
there must be sources of CPV 
outside the SM!

Existing quark-mixing measurements 
constrain generic BSM models at 
the TeV scale, competitive with 
direct searches.

Also, measurements of LFU/LFV in 
decays of heavy flavour are 
powerful probes of BSM physics.

Taken from Fajfer & Košnik 
http://arxiv.org/abs/1511.06024v4

http://arxiv.org/abs/1511.06024v4


1. Precision (flavour) tests today

2. Precision (flavour) tests in 2030

3. How does real-time analysis get 
   us there?

I work on LHCb, which may be obvious 
from what follows… 

So this will be my own biased view of…



The LHCb detector

Beam

Transverse

pT = Transverse momentum
ET = Transverse energy

➡     ELECTRONS
➡   PHOTONS
➡   HADRONS
➡ MUONS

LHCb : forward spectrometer for flavour physics at LHC



Compared to a central detector





The unitarity triangle

Unitary matrix => 6 triangles in imaginary plane, one experimentally convenient
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The apex of the triangle

Overconstraining the apex tests the consistency of the SM picture of CP Violation

http://ckmfitter.in2p3.fr
Similar plots with Bayesian 
treatment available at www.utfit.org
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Let’s start with measuring the angle γ

http://ckmfitter.in2p3.fr
Similar plots with Bayesian 
treatment available at www.utfit.org

http://ckmfitter.in2p3.fr
http://www.utfit.org


γ comes from b→u,c interference



VCKM

Vub imaginary, get γ by measuring CPV



How do we measure γ?

Interfering Vub and Vcb decays to the same final state. Sensitivity to γ proportional to 
ratio of interfering amplitudes => written as rX for a given set of decays X



What scales does γ probe?

Here we expand �Ck = 4⇡
↵s
�C

(0)

k +O(1); note that in this way the artificially inserted factor

of 1/g2

s in the definition of Q̃k (25) is canceled. At LO it is not necessary to compute the

double insertions hQiQji since these are loop suppressed, and therefore we e↵ectively obtain

the matching condition for the Wilson coe�cients of the local operators (9)

�C

(0)

k (µb) = 2m2

b

p
2GF

16⇡2

�

�

�

�

VtbVtsVub

Vus

�

�

�

�

e

i�
C̃

(0)

k (µb) . (38)

Numerically, we find

|�C

1

| = (4.5± 0.2) · 10�9

, |�C

2

| = (4.3± 0.2) · 10�8 ; (39)

the errors reflect the uncertainty in the electroweak input parameters. This should be com-

pared to the unresummed result Eq. (22). Expanding the solution of the renormalization-group

equations around µ = MW and expressing GF in terms of the weak mixing angle we recover

exactly the logarithm in Eq. (21):

�C

1

= 0 , �C

2

= 2yb
↵

16⇡ sin2

✓w
(�4 log yb) . (40)

IV. CONCLUSIONS

The determination of the SM weak phase � from the B ! DK decays has a very small

irreducible theoretical error which is due to one-loop electroweak corrections. In this paper we

have estimated the resulting shift in �. Treating mb ⇠ MW or resumming logs of mb/MW gives

in both cases an estimated shift �� ⇠ 2 ·10�8, keeping only the local operator contributions at

the scale µ ⇠ mb. It is unlikely that the neglected non-local contributions, which come with

the same CKM suppression as the local contributions, would di↵er from the above estimate

by more than a factor of a few. We can thus safely conclude that the irreducible theoretical

error on the extraction of � from B ! DK is |��| . O(10�7).
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of this work and many discussions and helpful comments on the manuscript. J.B. and J.Z.

were supported in part by the U.S. National Science Foundation under CAREER Grant PHY-

1151392. J.B. would like to thank the Kavli Institute for Theoretical Physics for hospitality
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γ in the LHC era
The “ADS” B!DK decay mode, total branching fraction O(10-7)

LHCb-PAPER-2016-003

Obvious 
CPV!



Merging the roads to γ

LHCb-PAPER-2016-032



Merging the roads to γ

LHCb-PAPER-2016-032

Will eventually include b-baryon and Bc decays, certainly with the upgrade!



Merging the roads to γ
CKM angle γ now known to ~10% relative uncertainty with LHCb data 
alone, and we are almost in the Gaussian regime for the uncertainties.

LHCb-PAPER-2016-032
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So we know γ to 10%, what about Vub and Δmd,s?

http://ckmfitter.in2p3.fr
Similar plots with Bayesian 
treatment available at www.utfit.org

http://ckmfitter.in2p3.fr
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Vub : inclusive, exclusive
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FIG. 4: (color online) Projections of the data and fit results
for the B0 → π−ℓ+ν decays, in the signal-enhanced region:
(a,b) mES with −0.16 < ∆E < 0.20 GeV; and (c,d) ∆E with
mES > 5.268 GeV. The distributions (a,c) and (b,d) are pro-
jections for q2 < 16 GeV2 and for q2 > 16 GeV2, respectively.

of interest. The values of the scaling factors, obtained in
this work, are presented in Table XIV of the Appendix
for each decay channel. The full correlation matrices of
the fitted scaling factors are given in Tables XV-XXII of
the Appendix.
We refit the data on several different subsets obtained

by dividing the final data set based on time period,
electron or muon candidates, by modifying the q2, ∆E
or mES binnings, and by varying the event selections.
We obtain consistent results for all subsets. We have
also used MC simulation to verify that the nonresonant
decay contributions to the resonance yields are negligi-
ble. For example, we find that there are 30 nonresonant
π+π−π0ℓν events out of a total yield of 1861±233 events
for the B+ → ωℓ+ν decay channel.
For illustrative purposes only, we show in Figs. 4,

5, and 6, ∆E and mES fit projections in the signal-
enhanced region for the B0 → π−ℓ+ν, B+ → π0ℓ+ν and
combined B0 → π−ℓ+ν and B+ → π0ℓ+ν decays, re-
spectively, in two ranges of q2 corresponding to the sum
of eight bins below and four bins above q2 = 16 GeV2,
respectively. More detailed ∆E and mES fit projections
in each q2 bin are shown in Figs. 13 and 14 of the Ap-
pendix for the combined B → πℓ+ν decays. The data
and the fit results are in good agreement. Fit projec-
tions for B+ → ωℓ+ν and B+ → η(′)ℓ+ν decays, over
their q2 ranges of investigation, are shown in Fig. 7. Ta-
ble II gives the fitted yields in the full q2 range studied
for the signal and each background category as well as
the χ2 values and degrees of freedom for the overall fit
region. The yield values in the B+ → ηℓ+ν column are
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FIG. 5: (color online) Projections of the data and fit results
for the B+ → π0ℓ+ν decays, in the signal-enhanced region:
(a,b) mES with −0.16 < ∆E < 0.20 GeV; and (c,d) ∆E with
mES > 5.268 GeV. The distributions (a,c) and (b,d) are pro-
jections for q2 < 16 GeV2 and for q2 > 16 GeV2, respectively.

the result of the fit to the combined γγ and 3π modes.

V. SYSTEMATIC UNCERTAINTIES

Systematic uncertainties on the values of the par-
tial branching fractions, ∆B(q2), and their correlations
among the q2 bins have been investigated. These uncer-
tainties are estimated from the variations of the resulting
partial BF values (or total BF values for B+ → η′ℓ+ν de-
cays) when the data are reanalyzed by reweighting differ-
ent simulation parameters such as BFs and form factors.
For each parameter, we use the full MC dataset to pro-
duce new ∆E-mES distributions (“MC event samples”)
by reweighting the parameter randomly over a complete
Gaussian distribution whose standard deviation is given
by the uncertainty on the parameter under study. One
hundred such samples are produced for each parameter.
Each MC event sample is analyzed the same way as real
data to determine values of ∆B(q2) (or total BF values
for B+ → η′ℓ+ν decays). The contribution of the param-
eter to the systematic uncertainty is given by the RMS
value of the distribution of these ∆B(q2) values over the
one hundred samples.
The systematic uncertainties due to the imperfect de-

scription of the detector in the simulation are computed
by using the uncertainties determined from control sam-
ples. These include the tracking efficiency of all charged
particle tracks, the particle identification efficiencies of
signal candidate tracks, the calorimeter efficiencies (var-
ied separately for photons and K0

L
), the energy deposited

BABAR Exclusive

number of charged kaons and K0
S mesons are considered in the multivariate analysis. We

set an event selection threshold criterion for the BDT-classifier that is optimized with re-
spect to both the systematic uncertainty from the background normalization fit and phase
space dependent theoretical uncertainties. We set a lower threshold on p∗Bℓ of 1.0 GeV/c.

The backgrounds that remain after the BDT selection criteria are subtracted as de-
scribed below. The continuum and combinatorial backgrounds follow the NBB̄ determina-
tion procedure described earlier in this Letter. All remaining backgrounds arise when the
fully reconstructed B is correctly tagged, but the decay is either a charmed semileptonic B
decay, a secondary decay process that produced a high momentum lepton or is a misiden-
tified hadron. The shapes of the charmed semileptonic B decay contribution, described
in detail in Ref. [15], and the secondary contribution, are determined from MC simula-
tion. We estimate the overall normalization of these remaining backgrounds by fitting the
observed inclusive spectra to the sum of the MC simulated signal and background contri-
butions, after continuum and combinatorial background subtraction. There are three free
parameters in the fit, corresponding to the yields of: B → Xuℓν; B → Xcℓν; and secon-
daries and fakes. The fit is performed in two dimensional bins of MX versus q2 for 4684±85
input events, with a lepton momentum requirement of p∗Bℓ > 1.0 GeV/c. The fit results in
a good agreement between data and MC, with a χ2 of 24 for 17 degrees of freedom (Fig-
ure 1). A total of 1032 ± 91 events remain after background subtration. We measure the
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FIG. 1: Projections of the MX − q2 fit in bins of MX (left) and q2 (right).

partial branching fractions, combining the spectra from B+ and B0 semileptonic decays
with the 1.0 GeV/c lepton momentum threshold. The expression for the partial branching
fraction is ∆B = (N∆

b→u/(2ϵ
∆
b→uNtag))(1 − δrad), where N∆

b→u and ϵ∆b→u are the signal yield
and signal efficiency for the region, ∆ (p∗Bℓ ≥ 1.0 GeV/c), Ntag is the number of tagged
B events and δrad denotes QED corrections. The overall efficiency is 22.2%, determined
from the fully reconstructed signal MC, reweighted at the generator level in bins of pℓ, P+,
MX and q2 following the prescription in this Letter. The QED correction is 1.4% of the
branching fraction, obtained using Ref. [17]. The various contributions to the systematic
error on the partial branching fraction are described below.

To estimate the particle identification and reconstruction uncertainties, events with
electrons and muons are reweighted and kaons, pions and photons are randomly removed
according to their respective measured uncertainties.
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– 12–

rules [76], mMS
b = 4.163±0.016 GeV, and provides a non-trivial

cross-check.

A fit in the 1S scheme [72] to the measured moments gives

|Vcb| = (41.96 ± 0.45 ± 0.07) × 10−3 (23)

m1S
b = 4.691 ± 0.037 GeV (24)

λ1(1S) = −0.362 ± 0.067 GeV2, (25)

where the last error on |Vcb| is due to the uncertainties in

the B meson lifetimes. This fit uses semileptonic and radiative

moments and constrains the chromomagnetic operator using the

mass difference between the pseudoscalar and vector mesons (for

both B abd D) and gives consistent results for |Vcb| and, after

translation to a common renormalization scheme, for mb and

µ2
π. However, the fit does not include the constraint on mc nor

the full NNLO corrections.

The precision of the global fit results can be further im-

proved by calculating higher order perturbative corrections to

the coefficients of the HQE parameters, in particular the still

missing αsµ2
G corrections, which are presently only known for

B → Xsγ [78]. The inclusion of still higher order moments

may improve the sensitivity of the fits to higher order terms in

the HQE.

Determination of |Vub|

Summary: The determination of |Vub| is the focus of sig-

nificant experimental and theoretical work. The determinations

based on inclusive semileptonic decays using different calcu-

lational ansätze are consistent. The largest parametric uncer-

tainty comes from the error on mb. The best determinations

of |Vub| from B → πℓνℓ decays come from combined fits to

theory and experimental data as a function of q2; the precision

is limited by the form factor normalization.

The values obtained from inclusive and exclusive determi-

nations are

|Vub| = (4.41 ± 0.15 + 0.15
− 0.17) × 10−3 (inclusive), (26)

|Vub| = (3.23 ± 0.31) × 10−3 (exclusive). (27)

December 18, 2013 12:01

Exclusive : needs lattice input for form factors
Inclusive : large backgrounds, HQE uncertainties

References, left to right :

http://arxiv.org/pdf/1208.1253v2.pdf

http://arxiv.org/pdf/0907.0379v2.pdf

http://arxiv.org/pdf/1208.1253v2.pdf
http://arxiv.org/pdf/0907.0379v2.pdf


Vub : LHCb enters the picture

LHCb is able to make this measurement with b-baryon decays, using (thanks to our vertex 
detector) isolation criteria to reject the dominant background from charmed decays

LHCb-PAPER-2015-013
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Vub : LHCb enters the picture

LHCb is able to make this measurement with b-baryon decays, using (thanks to our vertex 
detector) isolation criteria to reject the dominant background from charmed decays

LHCb-PAPER-2015-013
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Δmd,s and recent MILC results

LHCb recently measured Δmd using semileptonic B decays, world-best precision. Have also 
measured Δms using Bs!Dsπ decays before, also a world-best measurement

LHCb-PAPER-2015-031
LHCb-PAPER-2013-006

preliminary



Δmd,s and recent MILC results

Recent update from Fermilab lattice and MILC collaborations improves the theory 
uncertainties, and there is now a growing tension between Δmd/Δms from theory/exp

LHCb-PAPER-2015-031
LHCb-PAPER-2013-006



Another way of looking at mixing

CPV in mixing essentially 0 in SM

                 => Measure using B!DμX decays
                 => Another excellent null test



Current status

We see a good global agreement with the Standard Model 
expectations despite earlier tension driven by D0 result

LHCb-PAPER-2016-013



Back to the apex

Continue to improve precision on all measurements to overconstrain the apex. 
Progress in theory/lattice calculations critical to exploit experimental data.

http://ckmfitter.in2p3.fr
Summer 2015 update so doesn’t include 
many of the show LHCb results

http://ckmfitter.in2p3.fr


Lepton Universality

All leptons are equal, 
but some leptons…



In tree-level decays http://arxiv.org/pdf/1303.0571v1.pdf6

We recently presented an update of the earlier mea-
surement [14] based on the full BABAR data sample [17].
This update included improvements to the event recon-
struction that increased the signal efficiency by more
than a factor of 3. In the following, we describe the anal-
ysis in greater detail, present the distributions of some
important kinematic variables, and expand the interpre-
tation of the results.

We choose to reconstruct only the purely leptonic de-
cays of the τ lepton, τ− → e−νeντ and τ− → µ−νµντ ,
so that B → D(∗)τ−ντ and B → D(∗)ℓ−νℓ decays are
identified by the same particles in the final state. This
leads to the cancellation of various detection efficiencies
and the reduction of related uncertainties on the ratios
R(D(∗)).

Candidate events originating from Υ (4S) → BB de-
cays are selected by fully reconstructing the hadronic de-
cay of one of the B mesons (Btag), and identifying the
semileptonic decay of the other B by a charm meson
(charged or neutral D or D∗ meson), a charged lepton
(either e or µ) and the missing momentum and energy in
the whole event.

Yields for the signal decays B → D(∗)τ−ντ and the
normalization decays B → D(∗)ℓ−νℓ are extracted by an
unbinned maximum-likelihood fit to the two-dimensional
distributions of the invariant mass of the undetected par-
ticles m2

miss = p2miss = (pe+e−−pBtag −pD(∗)−pℓ)2 (where
pe+e− , pBtag , pD(∗) , and pℓ refer to the four-momenta of
the colliding beams, the Btag, the D(∗), and the charged
lepton, respectively) versus the lepton three-momentum
in the B rest frame, |p∗

ℓ |. The m2
miss distribution for de-

cays with a single missing neutrino peaks at zero, whereas
signal events, which have three missing neutrinos, have a
broad m2

miss distribution that extends to about 9GeV2.
The observed lepton in signal events is a secondary par-
ticle from the τ decay, so its |p∗

ℓ | spectrum is softer than
for primary leptons in normalization decays.

The principal sources of background originate fromBB
decays and from continuum events, i.e., e+e− → ff(γ)
pair production, where f = u, d, s, c, τ . The yields and
distributions of these two background sources are derived
from selected data control samples. The background de-
cays that are most difficult to separate from signal decays
come from semileptonic decays to higher-mass, excited
charm mesons, since they can produce similar m2

miss and
|p∗

ℓ | values to signal decays and their branching fractions
and decay properties are not well known. Thus, their
impact on the signal yield is examined in detail.

The choice of the selection criteria and fit configura-
tion are based on samples of simulated and data events.
To avoid bias in the determination of the signal yield,
the signal region was blinded for data until the analysis
procedure was settled.

b c

q q

ντ

τ
−

}D(∗)
B{

W−/H−

FIG. 1. Parton level diagram for B → D(∗)τ−ντ decays.
The gluon lines illustrate the QCD interactions that affect
the hadronic part of the amplitude.

II. THEORY OF B → D(∗)τ−ντ DECAYS

A. Standard Model

Given that leptons are not affected by quantum chro-
modynamic (QCD) interactions (see Fig. 1), the matrix
element of B → D(∗)τ−ντ decays can be factorized in
the form [5]

Mλτ

λ
D(∗)

(q2, θτ ) =
GFVcb√

2

∑

λW

ηλW
Lλτ

λW
(q2, θτ )H

λ
D(∗)

λW
(q2),

(2)

where Lλτ

λW
and H

λ
D(∗)

λW
are the leptonic and hadronic

currents defined as

Lλτ

λW
(q2, θτ ) ≡ ϵµ(λW ) ⟨τ ντ |τ γµ(1− γ5) ντ |0⟩ , (3)

H
λ
D(∗)

λW
(q2) ≡ ϵ∗µ(λW )

〈

D(∗) |c γµ(1− γ5) b|B
〉

. (4)

Here, the indices λ refer to the helicities of the W , D(∗),
and τ , q = pB−pD(∗) is the four-momentum of the virtual
W , and θτ is the angle between the τ and the D(∗) three-
momenta measured in the rest frame of the virtual W .
The metric factor η in Eq. 2 is η{±,0,s} = {1, 1,−1},
where λW = ±, 0, and s refer to the four helicity states
of the virtual W boson (s is the scalar state which, of
course, has helicity 0).
The leptonic currents can be calculated analytically

with the standard framework of electroweak interactions.
In the rest frame of the virtual W (W ∗), they take the
form [18]:

L−
± = −2

√

q2vd±, L+
± = ∓

√
2mτvd0, (5)

L−
0 = −2

√

q2vd0, L+
0 =

√
2mτv(d+ − d−), (6)

L−
s = 0, L+

s = −2mτv, (7)

with

v =

√

1−
m2

τ

q2
, d± =

1± cos θτ√
2

, d0 = sin θτ . (8)

Given that the average q2 in B → D(∗)τ−ντ decays is
about 8 GeV2, the fraction of τ− leptons with positive
helicity is about 30% in the SM.
Due to the nonperturbative nature of the QCD inter-

action at this energy scale, the hadronic currents cannot
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FIG. 8. (Color online). Comparison of the m2
miss and |p∗

ℓ | distributions of the D
(∗)ℓ samples (data points) with the projections of

the results of the isospin-unconstrained fit (stacked colored distributions). The region above the dashed line of the background
component corresponds to BB background and the region below corresponds to continuum. The peak at m2

miss = 0 in
the background component is due to charge cross-feed events. The |p∗

ℓ | distributions show the signal-enriched region with
m2

miss ≥ 1GeV2, thus excluding most of the normalization events in these samples.

B → D∗∗(τ−/ℓ−)ν branching fractions: As noted
above, the sharp peak in the m2

miss distribution of the
D(∗)π0ℓ samples constrains contributions from B →
D(∗)πℓν decays. Events with additional unreconstructed
particles contribute to the tail of the m2

miss distribution
and, thus, are more difficult to separate from other back-
grounds and signal events. This is the case for B →
D∗∗τ−ντ decays, which are combined with B → D∗∗ℓ−νℓ
decays in the D∗∗(ℓ/τ)ν PDFs with the relative propor-
tion R(D∗∗)PS = 0.18. This value has been derived
from the ratio of the available phase space. The same
estimate applied to B → D(∗)ℓ−νℓ decays results in
R(D)PS = 0.279 and R(D∗)PS = 0.251, values that are
58% and 32% smaller than the measured values. Tak-
ing this comparison as guidance for the error on R(D∗∗),
we increase R(D∗∗) by 50%, recalculate the D∗∗(ℓ/τ)ν
PDFs, and repeat the fit. As a result, the values of R(D)
and R(D∗) decrease by 1.8% and 1.7%, respectively. The
impact is relatively small, because B → D∗∗τ−ντ con-

tributions are small with respect to signal decays, which
have much higher reconstruction efficiencies.
Unmeasured B → D∗∗(→ D(∗)ππ)ℓνℓ decays: To as-

sess the impact of other potential B → D∗∗ℓ−νℓ contri-
butions, we modify the standard fit by adding an addi-
tional component. Out of the four contributions listed
in Table VI, the three-body decays of the D∗∗ states
with L = 1 give the best agreement in the fits to the
D(∗)π0ℓ samples. For this decay chain, the m2

miss distri-
bution has a long tail due to an additional undetected
pion. This could account for some of the observed excess
at 1 < m2

miss < 2GeV2 in Fig. 9. We assign the observed
change in R(D(∗)) as a systematic uncertainty.

2. Cross-feed Constraints

MC statistics: Constraints on the efficiency ratios
that link contributions from the same source are taken

Challenging analysis, significant backgrounds even at B-factories

http://arxiv.org/pdf/1303.0571v1.pdf


In tree-level decays LHCB-PAPER-2015-025

Another area where LHCb has performed despite expectations…
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In tree-level decays

Latest summary of results shown at CKM 2016
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In loop-level decays

Analysis uses double ratio between resonant/non-resonant modes to 
help keep the systematics minimal

LHCb-PAPER-2014-024



In loop-level decays

A 2.6σ tension when looked at on its own…

LHCb-PAPER-2014-024
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Global picture shows tension with SM

I am stealing again from Albrecht’s talk at Moriond EW 2016

Fajfer & Košnik 1511.06024v4

http://arxiv.org/abs/1511.06024v4


More precise measur
ements

Now!





Latest crystal ball projections

Table 1: Estimated integrated luminosities that will be recorded by ATLAS & CMS, LHCb during the di↵erent
LHC runs. The approximate amount of e+e� collision data that is expected to be recorded by Belle II by the end
of each period is also given (the ⇠ 1 ab�1 of data recorded by Belle prior to the KEKB upgrade is not included).

LHC era HL-LHC era
Run 1 Run 2 Run 3 Run 4 Run 5+

(2010–12) (2015–17) (2019–21) (2024–26) (2028–30+)

ATLAS & CMS 25 fb�1 100 fb�1 300 fb�1 �! 3000 fb�1

LHCb 3 fb�1 8 fb�1 23 fb�1 46 fb�1 100 fb�1

Belle II — 0.5 ab�1 25 ab�1 50 ab�1 —

2 Selected key observables

2.1 The ratio of branching fractions of the very rare dimuon decays of B
mesons: B(B0 ! µ+µ�)/B(B0

s ! µ+µ�)

The dimuon decays of B mesons are highly suppressed and have excellent sensitivity to physics beyond
the SM. The SM predictions of their branching fractions are known to about 10% precision, with further
improvement possible as lattice QCD calculations are refined [5]. Results from CMS [6] and LHCb [7]
based on LHC Run 1 data have provided the first observation of the B0

s ! µ+µ� decay, and the
corresponding branching fraction is now known to about 25% precision. ATLAS have also presented
results of searches for B meson decays to dimuons [8], but do not currently have the mass resolution to
distinguish the B0 and B0

s signals.
In the HL-LHC era, one of the most interesting observables will be the relative branching fractions

of the B0 and B0
s dimuon decays. This will be measured by CMS and LHCb, and also by ATLAS if the

improvement in mass resolution necessary to separate the B0 and B0
s peaks can be achieved (sensitivity

studies from ATLAS are not available at this time). When large B0
s ! µ+µ� samples are available, it will

also be possible to go beyond branching fraction measurements and use additional handles on possible
new physics contributions, such as the e↵ective lifetime.

The sensitivities quoted in Table 2 are extrapolated from current results, assuming the SM value of
the ratio of branching fractions. For the LHCb extrapolation [9], the measured branching fractions are
uncorrelated, to a good approximation, so the uncertainty on the ratio is obtained trivially. In the case
of CMS [10], upgrades to the detector are expected that will improve the mass resolution and hence
the separation of the B0 and B0

s peaks. The extrapolation also takes into account some expected loss
of e�ciency due to the high pile-up conditions, but assumes that the trigger thresholds and analysis
procedures will remain the same as those used for existing data. Systematic uncertainties which arise,
for example, from the lack of knowledge of background decay modes containing misidentified hadrons,
are expected to be controlled to better than the level of statistical precision. (A limiting systematic
uncertainty due to the ratio of b hadron production fractions, currently 6% [11], is below the precision
that it appears possible to achieve during the HL-LHC era.)

2.2 CP violation in B0
s oscillations: �s(B0

s ! J/ �) and �s(B0
s ! ��)

The CP violating phase in B0
s oscillations, labelled �s or �2�s, is very small in the SM (�SMs = �0.0364±

0.0016 rad [12]) but can be enhanced in new physics models. The benchmark channel for the measurement
is B0

s ! J/ �, which has been used by LHCb [13] and ATLAS [14] to measure �s. CMS have also
performed an untagged analysis of B0

s ! J/ � [15]. Significant improvement in the precision is warranted
not only in this channel, but also in the loop-dominated B0

s ! �� decay (a first measurement with this
channel has been performed by LHCb [16]).

All of ATLAS, CMS and LHCb expect to continue studies of B0
s ! J/ � in the HL-LHC era.

2

+NA62, 10% on BR(K+!π+νν) roughly by start of Run III
+KOTO observes K0!π0νν by the end of Run XX?

https://twiki.cern.ch/twiki/bin/view/ECFA/PhysicsGoalsPerformanceReachHeavyFlavour

https://twiki.cern.ch/twiki/bin/view/ECFA/PhysicsGoalsPerformanceReachHeavyFlavour


Some example signal rates

ATLAS/CMS HL-LHC (?)

LHCb upgrade 100fb-1 (Multiply by 20 for ccbar)

B-factories

1*109
bbar
pairs

Belle II 50 ab-1

5*1010

LHCb 8 fb-1

2*1012 2*1013 ~1015

B-factories/Belle II should be scaled by ~10 compared to LHCb to account for 
efficiencies, hermetic detectors, and a cleaner environment.

Effective size of ATLAS/CMS sample depends on their trigger evolution.



Gamma from 
Trees

K*μμ

B!μμ
b!s penguins

A few key observables

https://twiki.cern.ch/twiki/bin/view/ECFA/PhysicsGoalsPerformanceReachHeavyFlavour

https://twiki.cern.ch/twiki/bin/view/ECFA/PhysicsGoalsPerformanceReachHeavyFlavour


Personal aside on complementarity

Publicity plots are made with observables which are by definition common to 
all experiments, therefore they hide the complementarity of the programme.

LHCb upgrade Belle II ATLAS/CMS

Rare B decays ***** *** ****

Bs mixing ***** **

Bd mixing ** *****
Incl. processes (Xsγ, 
Xsll, etc.) *****

b-baryon and Bc physics ***** **
Charm, charged final 
states ***** ** ?

Charm, neutral final 
states ** *****

LFV (τ→µγ,µµµ) ** ***** ?



The impact on the UT, 2030

~2025-2030
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FIG. 1. The past (2003, top left) and present (top right) status of the unitarity triangle in the presence of NP in neutral-meson
mixing. The lower plots show future sensitivities for Stage I and Stage II described in the text, assuming data consistent with
the SM. The combination of all constraints in Table I yields the red-hatched regions, yellow regions, and dashed red contours
at 68.3%CL, 95.5%CL, and 99.7%CL, respectively.

tal and theoretical sides. Our Stage I projection refers
to a time around or soon after the end of LHCb Phase I,
corresponding to an anticipated 7 fb−1 LHCb data and
5 ab−1 Belle II data, towards the end of this decade. The
Stage II projection assumes 50 fb−1 LHCb and 50 ab−1

Belle II data, and probably corresponds to the middle
of the 2020s, at the earliest. Estimates of future experi-
mental uncertainties are taken from Refs. [17, 18, 21, 22].
(Note that we display the units as given in the LHCb and
Belle II projections, even if it makes some comparisons
less straightforward; e.g., the uncertainties of both β and
βs will be ∼ 0.2◦ by Stage II.) For the entries in Ta-
ble I where two uncertainties are given, the first one is
statistical (treated as Gaussian) and the second one is

systematic (treated through the Rfit model [8]). Consid-
ering the difficulty to ascertain the breakdown between
statistical and systematic uncertainties in lattice QCD
inputs for the future projections, for simplicity, we treat
all such future uncertainties as Gaussian.

The fits include the constraints from the measurements
of Ad,s

SL [10, 11], but not their linear combination [23],
nor from ∆Γs, whose effects on the future constraints
on NP studied in this paper are small. While ∆Γs is in
agreement with the CKM fit [10], there are tensions for
ASL [23]. The large values of hs allowed until recently,
corresponding to (M s

12)NP ∼ −2(M s
12)SM, are excluded

by the LHCb measurement of the sign of∆Γs [24]. We do
not consider K mixing for the fits shown in this Section,

https://twiki.cern.ch/twiki/bin/view/ECFA/PhysicsGoalsPerformanceReachHeavyFlavour

J. Charles et al. http://arxiv.org/abs/1309.2293

Gamma from 
Trees

K*μμ

B!μμ
b!s penguins

https://twiki.cern.ch/twiki/bin/view/ECFA/PhysicsGoalsPerformanceReachHeavyFlavour
http://arxiv.org/abs/1309.2293


Let’s add a bit of wishful thinking

~2025-2030
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FIG. 1. The past (2003, top left) and present (top right) status of the unitarity triangle in the presence of NP in neutral-meson
mixing. The lower plots show future sensitivities for Stage I and Stage II described in the text, assuming data consistent with
the SM. The combination of all constraints in Table I yields the red-hatched regions, yellow regions, and dashed red contours
at 68.3%CL, 95.5%CL, and 99.7%CL, respectively.

tal and theoretical sides. Our Stage I projection refers
to a time around or soon after the end of LHCb Phase I,
corresponding to an anticipated 7 fb−1 LHCb data and
5 ab−1 Belle II data, towards the end of this decade. The
Stage II projection assumes 50 fb−1 LHCb and 50 ab−1

Belle II data, and probably corresponds to the middle
of the 2020s, at the earliest. Estimates of future experi-
mental uncertainties are taken from Refs. [17, 18, 21, 22].
(Note that we display the units as given in the LHCb and
Belle II projections, even if it makes some comparisons
less straightforward; e.g., the uncertainties of both β and
βs will be ∼ 0.2◦ by Stage II.) For the entries in Ta-
ble I where two uncertainties are given, the first one is
statistical (treated as Gaussian) and the second one is

systematic (treated through the Rfit model [8]). Consid-
ering the difficulty to ascertain the breakdown between
statistical and systematic uncertainties in lattice QCD
inputs for the future projections, for simplicity, we treat
all such future uncertainties as Gaussian.

The fits include the constraints from the measurements
of Ad,s

SL [10, 11], but not their linear combination [23],
nor from ∆Γs, whose effects on the future constraints
on NP studied in this paper are small. While ∆Γs is in
agreement with the CKM fit [10], there are tensions for
ASL [23]. The large values of hs allowed until recently,
corresponding to (M s

12)NP ∼ −2(M s
12)SM, are excluded

by the LHCb measurement of the sign of∆Γs [24]. We do
not consider K mixing for the fits shown in this Section,

K0!π0νν, 
KOTO++,
NA62++ (?)

K+!π+νν, NA62++
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Let’s talk about practicalities
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SSI 2006

3
P. Sphicas
Triggering

Collisions at the LHC: summary

Particle

Proton - Proton 2804 bunch/beam
Protons/bunch 1011

Beam energy 7 TeV (7x1012 eV)
Luminosity 1034cm-2s-1

Crossing rate 40 MHz

Collision rate § 107-109

Parton
(quark, gluon)

Proton

Event selection:
1 in 10,000,000,000,000
Event selection:
1 in 10,000,000,000,000

l
l

jetjet

Bunch

SUSY.....

Higgs

Zo

Zo
e+

e+

e-

e-

New physics rate § .00001 Hz 

The traditional view of data processing
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Analysis
today



Google was at ~7000 PB/year in 2008, so goodness knows where it is today...

AT&T networks

How much data do we process?
This means about 20000 PB 

of data every year

Twitter 

3 PB
Data
year

Facebook

180 PB

BBC iPlayer

2500 PB 11000 PB

Input data rate of the LHCb 
experiment in 2020  = 5 TB/second

NB : ATLAS/CMS about a bit more than one order of magnitude above LHCb



Enter the MHz signal era

The anatomy of an LHCb event in the upgrade era, and implications for the LHCb trigger Ref: LHCb-PUB-2014-027
Public Note Issue: 1
6 Reconstructed yields Date: May 21, 2014

b-hadrons c-hadrons light, long-lived hadrons

Reconstructed yield 0.0317± 0.0006 0.118± 0.001 0.406± 0.002
✏(pT > 2GeV/c) 85.6± 0.6% 51.8± 0.5% 2.34± 0.08%
✏(⌧ > 0.2 ps) 88.1± 0.6% 63.1± 0.5% 99.46± 0.03%
✏(pT)⇥ ✏(⌧) 75.9± 0.8% 32.6± 0.4% 2.30± 0.08%
✏(pT)⇥ ✏(⌧)⇥ ✏(LHCb) 27.9± 0.3% 22.6± 0.3% 2.17± 0.07%

Output rate 270 kHz 800 kHz 264 kHz

Table 6: Per-event yields determined from 100k of upgrade minimum-bias events after partial offline
reconstruction. The first row indicates the number of candidates which had at least two tracks from
which a vertex could be produced. The last row shows the output rate of a trigger selecting such
events with perfect efficiency, assuming an input rate of 30 MHz from the LHC, as expected during
upgrade running. A breakdown of each category is available in Table 14.

Figure 1: HLT partially reconstructed (but fully reconstructible) signal rates as a function of decay
time for candidates with pT > 2 GeV/c (left) and transverse momentum cuts for candidates with
⌧ > 0.2 ps(right). The rate is for two-track combinations that form a vertex only for candidates that
can be fully reconstructed offline, ie: All additional tracks are also within the LHCb acceptance.

page 5

In the HL-LHC era there is no such thing as an uninteresting pp interaction!

Fitzpatrick&Gligorov http://cds.cern.ch/record/1670985?ln=en

http://arxiv.org/abs/1210.6861
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It’s all about the money
Facebook 

180 PB/yr
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It’s all about the money
Facebook 

180 PB/yr

LHCb

20000 PB/yr
Facebook  
Computing

O(500) M$/yr 

LHCb  
Computing

O(10) M$/yr 

Storing and distributing data costs more 
than processing => real time analysis!
Must reduce data rate by O(10-3) for 
affordable long-term processing.



But does this matter for B-physics?

The anatomy of an LHCb event in the upgrade era, and implications for the LHCb trigger Ref: LHCb-PUB-2014-027
Public Note Issue: 1
6 Reconstructed yields Date: May 21, 2014

b-hadrons c-hadrons light, long-lived hadrons

Reconstructed yield 0.0317± 0.0006 0.118± 0.001 0.406± 0.002
✏(pT > 2GeV/c) 85.6± 0.6% 51.8± 0.5% 2.34± 0.08%
✏(⌧ > 0.2 ps) 88.1± 0.6% 63.1± 0.5% 99.46± 0.03%
✏(pT)⇥ ✏(⌧) 75.9± 0.8% 32.6± 0.4% 2.30± 0.08%
✏(pT)⇥ ✏(⌧)⇥ ✏(LHCb) 27.9± 0.3% 22.6± 0.3% 2.17± 0.07%

Output rate 270 kHz 800 kHz 264 kHz

Table 6: Per-event yields determined from 100k of upgrade minimum-bias events after partial offline
reconstruction. The first row indicates the number of candidates which had at least two tracks from
which a vertex could be produced. The last row shows the output rate of a trigger selecting such
events with perfect efficiency, assuming an input rate of 30 MHz from the LHC, as expected during
upgrade running. A breakdown of each category is available in Table 14.

Figure 1: HLT partially reconstructed (but fully reconstructible) signal rates as a function of decay
time for candidates with pT > 2 GeV/c (left) and transverse momentum cuts for candidates with
⌧ > 0.2 ps(right). The rate is for two-track combinations that form a vertex only for candidates that
can be fully reconstructed offline, ie: All additional tracks are also within the LHCb acceptance.

page 5



Yes, it does

To reach the efficiency plateau for complex B-decays using a purely inclusive, 
“topological” trigger, would require saturating the entire trigger bandwidth.

Answer => Keep some inclusive B-physics triggers, but move the majority of complicated 
signatures to exclusive selections. Real-time analysis is mandatory.



So you want real-time analysis… 

60

If we want precise real-time analysis, we 
must have a detector which is continuously 
aligned and calibrated in real-time

We must also define and select relevant 
control samples for all efficiency 
corrections already in the trigger

In 2015 LHCb did this for the first time



Real time alignment and calibration

61

alignment and calibration alignment

Online alignment stability

update alignment constants only when above threshold
(dashed lines)

VELO opens and closes each fill (protect sensors during
injection): expect updates every few fills
tracking system (TT, IT, OT): expect updates every few weeks
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Calibrating the straw-tube tracker

62

alignment and calibration calibration

Outer tracker drift time calibration

measured drift times can be compared to estimated ones
(drift radius estimate known from tracking)
most common cause of discrepancies: time shift between
proton collision time and LHCb clock
evaluated each run, and global drift time offset corrected for
next run if above threshold

Calibration number [a.u.]
0 200 400

[n
s]

0
t

∆

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4  Appliednew
0t

 Not appliednew
0t

LHCb OT Preliminary

Commissioning Early Measurements Stable running
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alignment and calibration alignment

RICH mirror alignment

framework also used to monitor muon and RICH mirror
alignment
misalignment between tracker and RICH leads to shift of track
projection point on photodetector plane from centre of
Cherenkov ring
Cherenkov angle ∆θ shows sinusoidal shift with angle around
projection point φ
iterative procedure in online alignment framework (filling
histograms, fit for alignment constants)
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Calibrating the RICH

63

alignment and calibration calibration

RICH calibration
RICH gas refractive index

depends on temperature, pressure, composition of gas (changes
with time)
fit difference between expected and measured Cherenkov angle
to extract scale factor

HPD images
electric and magnetic fields distort drifting charges inside HPDs
calibrate/correct anode image to give nice Cherenkov ring

bad good

calibration run and updated automatically for each run
M. Schiller (CERN) LHCb prompt calib. & det. performance September 1st, 2015 14 / 20

For optimal physics must calibrate 
and align the gaseous Ring-Imaging 
Cherenkov Detectors in real time.

Monitor & adjust mirror alignment, 
image distortion, and refractive 
index of the gas.

System is automated, can update 
image and refractive index 
parameters within less than a 
minute if needed. Alignment takes 
longer but also changes much less 
frequently (1-2 times per year).



Real time signals in 2015

Trigger level signal purities and resolutions for charged particles identical to the 
best possible offline ones. Published first papers 2 weeks after data taken! 64

conclusion

conclusion

first experiment of this scale to perform alignment and
calibration online

works extremely well; get beautiful peaks out of the trigger
(TURBO stream)
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(for details, see talk by Alex Pearce on Monday)

tremendous improvements in track reconstruction (time)

offline track reconstruction now also used in HLT
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Which is quite a challenge by the way

Modern computing architectures are highly parallel, but HEP code is not. Must rewrite 
our entire software framework over the next 4 years to fully exploit upgrade! 66



Gamma from 
Trees

K*μμ
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But if we succeed, the rewards are great

~2025-2030
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FIG. 1. The past (2003, top left) and present (top right) status of the unitarity triangle in the presence of NP in neutral-meson
mixing. The lower plots show future sensitivities for Stage I and Stage II described in the text, assuming data consistent with
the SM. The combination of all constraints in Table I yields the red-hatched regions, yellow regions, and dashed red contours
at 68.3%CL, 95.5%CL, and 99.7%CL, respectively.

tal and theoretical sides. Our Stage I projection refers
to a time around or soon after the end of LHCb Phase I,
corresponding to an anticipated 7 fb−1 LHCb data and
5 ab−1 Belle II data, towards the end of this decade. The
Stage II projection assumes 50 fb−1 LHCb and 50 ab−1

Belle II data, and probably corresponds to the middle
of the 2020s, at the earliest. Estimates of future experi-
mental uncertainties are taken from Refs. [17, 18, 21, 22].
(Note that we display the units as given in the LHCb and
Belle II projections, even if it makes some comparisons
less straightforward; e.g., the uncertainties of both β and
βs will be ∼ 0.2◦ by Stage II.) For the entries in Ta-
ble I where two uncertainties are given, the first one is
statistical (treated as Gaussian) and the second one is

systematic (treated through the Rfit model [8]). Consid-
ering the difficulty to ascertain the breakdown between
statistical and systematic uncertainties in lattice QCD
inputs for the future projections, for simplicity, we treat
all such future uncertainties as Gaussian.

The fits include the constraints from the measurements
of Ad,s

SL [10, 11], but not their linear combination [23],
nor from ∆Γs, whose effects on the future constraints
on NP studied in this paper are small. While ∆Γs is in
agreement with the CKM fit [10], there are tensions for
ASL [23]. The large values of hs allowed until recently,
corresponding to (M s

12)NP ∼ −2(M s
12)SM, are excluded

by the LHCb measurement of the sign of∆Γs [24]. We do
not consider K mixing for the fits shown in this Section,
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