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Sloan Digital Sky Survey

L. Guzzo et al.: The VIMOS Public Extragalactic Redshift Survey (VIPERS)

Fig. 14. The large-scale galaxy distribution unveiled by the VIPERS PDR-1 catalogue in the CFHTLS W1 and W4 fields (left and right
respectively), currently including ⇠ 55, 000 redshifts. Galaxy positions are projected along the declination direction, where the width is ' 1� for
W1 and ' 1.5� for W4. Note the high-resolution sampling of large-scale structure in VIPERS, comparable to that of SDSS Main and 2dFGRS at
z < 0.2.
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VIPERS

Growth of Structure
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Growth of Structure

Standard CDM 
cosmology. 

Collisionless cold 
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Dark Cosmic Web

``razor-thin” slices  
(c.f. Stücker+ 2018)



Cosmological Information
Self-similarity

Ωm = 0.276, h = 0.7, σ8 = 0.811
WMAP7

Lbox = 150h−1Mpc, Npart = 10243 Lbox = 300h−1Mpc, Npart = 10243



Cosmological Information

WMAP7

Self-similarity

 Ωm = 0.276, h = 0.7, σ8 = 0.811
Lbox = 150h−1Mpc, Npart = 10243

 Ωm = 0.306, h = 0.678, σ8 = 0.815
Lbox = 200h−1Mpc, Npart = 10243
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Cosmological Information
Self-similarity
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δ(x) = ρ(x)/ρ̄ − 1
δ(k) = FT [δ(x)]
P(k) ∼ ⟨ ∣ δ(k) ∣2 ⟩



Cosmological Information
Dark matter physics
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wdm  warm dark matter 
(Bode+ 2001, Viel+ 2005,  
Schneider+ 2012)  

bdm  ballistic dark matter 
(Das+ 2019;  
see also Cyr-Racine+ 2016, 
Vogelsberger+ 2016) 

→

→



Cosmological Information

cold DM warm DM (mDM = 0.4 keV)

Dark matter physics



Cosmological Information

cold DM ballistic DM (z* = 105, fbdm = 0.5)

Dark matter physics



Cosmological Information
Dark matter physics
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• Small scales rapidly deviate from 
linear growth 

• Simple non-linear models capture 
early growth

(Arya+ in progress)
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Tracers of matter



Dark Haloes as Cosmic Tracers

225 h-1Mpc
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Local tidal field & large-scale density

h-1Mpc

(AP, Hahn & Sheth 1706.09906)
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Environment of Cosmic Tracers

large-scale halo-centric density 
        (defined at )
b1 ∼

≳ 30h−1Mpc
anisotropy of local tidal field 

       (defined at few x halo size)
α ∼
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       (defined at few x halo size)
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Local tidal field & large-scale density



(AP, Hahn & Sheth 1706.09906)
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Local tidal anisotropy & large-scale bias

Environment of Cosmic Tracers



Tidal Anisotropy Explains Assembly Bias

(Ramakrishnan+ 1903.02007)
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anisotropy of halo velocity dispersion 
asphericity of halo velocity ellipsoid 

asphericity of halo shape 
concentration of halo density profile 

halo angular momentum

β ∼
cv /av ∼
c/a ∼
cvir ∼
λ ∼



Cosmology with the Cosmic Web



Cosmic Web as Cosmic Probe

image courtesy: Brookhaven National Lab

Sound horizon at last scattering

Baryonic Acoustic Oscillations

Redshift-Space Distortions

czobs = Hax + vpec,∥

vpec,∥/H

ax

Galaxy Clusters

Lyman-  Forest 
Weak Lensing 
Voids 
… 

α

• All probes use biased tracers 
of dark matter. 

• Tracer  DM mapping is 
nuisance for cosmology, key 
variable for galaxy + IGM 
evolution studies.

↔



Cosmic Web as Cosmic Probe

BOSS CMASS (z = 0.55) (Anderson+ 2013)

16 L. Anderson et al.

Figure 10. Top panel: The measured monopole of the CMASS galaxy correlation function, multiplied by the square of the scale, s, for each of the BOSS
data releases. These figures are shown pre-reconstruction. For clarity, the DR10 data have been shifted horizontally by +1h

�1
Mpc and the DR9 data by

�1h
�1

Mpc. Bottom panel: The measured spherically averaged CMASS galaxy power spectrum, multiplied by the frequency scale, k, for each of the BOSS
data releases. For clarity, the DR9 data have been shifted by +0.002hMpc

�1 and the DR10 data by �0.002hMpc
�1. All of the error-bars shown in both

panels represent the diagonal elements of the covariance matrix determined from the mocks. One can observe broadly consistent clustering, especially in the
overall shape of each curve.

DR11 volume coverage, reconstruction improved the results from
all of our mock catalogues. Reconstruction is particularly striking
in the power spectrum plot, showing a clear third peak in the post-
reconstruction P (k).

6.2 DR11 Acoustic Scale Measurements

Our BAO measurements are listed in Table 7. The mocks for DR10
and DR11 show significant improvement with reconstruction in
most realisations, and we therefore adopt the reconstruction results
as our default measurements. Our consensus value for the CMASS
BAO measurement, ↵ = 1.0144 ± 0.0089, is determined from a
combination of P (k) and ⇠(s) measurements, and in what follows
we describe the process of obtaining this value, and tests that vali-
date it.

Post-reconstruction, the significance of the BAO detection in
both the correlation function and the power spectrum are greater
than 7� for the reconstructed DR11 CMASS BAO measurements.
The significance of detection is shown in Fig. 12, where we also see
a difference in the detection significance between results from ⇠(s)
and P (k). This variation is caused by the differential ability of the
models for the broad-band component to match the offset between
the data and the no-baryon model. The broad-band model for the
power spectrum has more free parameters than that for the corre-
lation function, so it is perhaps not surprising that the no-baryon
model is a slightly better fit.

Table 7 also lists �2/dof for the best-fit models, showing that
they are close to unity for DR10 and DR11 fits using both the
correlation function and power spectrum. The most unusual is the
�2/dof = 18/27 for the post-reconstruction DR11 P (k) measure-

c� 2014 RAS, MNRAS 000, 2–38

BAO in SDSS-III BOSS galaxies 31

Figure 21. The distance-redshift relation from the BAO method on galaxy
surveys. This plot shows DV (z)(rs,fid/rd) versus z from the DR11
CMASS and LOWZ consensus values from this paper, along with those
from the acoustic peak detection from the 6dFGS (Beutler et al. 2011) and
WiggleZ survey (Blake et al. 2011; Kazin et al. 2014). The grey region
shows the 1� prediction for DV (z) from the Planck 2013 results, assum-
ing flat ⇤CDM and using the Planck data without lensing combined with
smaller-scale CMB observations and WMAP polarization (Planck Collab-
oration 2013b). One can see the superb agreement in these cosmological
measurements.

9.2 Comparison of BAO and CMB Distance Scales in ⇤CDM

Results from the BAO method have improved substantially in the
last decade and we have now achieved measurements at a wide
range of redshifts. In Fig. 21 we plot the distance-redshift rela-
tion obtained from isotropic acoustic scale fits in the latest galaxy
surveys. In addition to the values from this paper, we include the
acoustic scale measurement from the 6dFGS (Beutler et al. 2011)
and WiggleZ survey (Blake et al. 2011; Kazin et al. 2014). As the
BAO method actually measures DV /rd, we plot this quantity mul-
tiplied by rd,fid. The very narrow grey band here is the predic-
tion from the Planck CMB dataset detailed in Sec. 9.1. In vanilla
flat ⇤CDM, the CMB acoustic peaks imply precise measurements
of ⌦mh2 and ⌦bh

2, which in turn imply the acoustic scale. The
angular acoustic scale in the CMB then determines the distance
to z = 1089, which breaks the degeneracy between ⌦m and h
once the low-redshift expansion history is otherwise specified (e.g.,
given ⌦K , w, and wa). The comparison between low-redshift BAO
measurements and the predictions from the CMB assuming a flat
⇤CDM cosmology therefore allows percent-level checks on the ex-
pansion history in this model over a large lever arm in redshift. One
sees remarkably good agreement between the BAO measurements
and the flat ⇤CDM predictions from CMB observations.

Fig. 22 divides by the best-fit prediction from Planck Collabo-
ration (2013b) to allow one to focus on a percent-level comparison.
In addition to the BAO data from the previous figure, we also plot
older BAO measurements based primarily on SDSS-II LRG data
(Percival et al. 2010; Padmanabhan et al. 2012). This figure also
shows the flat ⇤CDM prediction from the WMAP+SPT/ACT data
set. The predictions from these two data sets are in mild conflict
due to the ⇠ 5 per cent difference in their ⌦mh2 values, discussed
in Section 9.1. One can see that the isotropic BAO data, and the
BOSS measurements in particular, fall between the two predictions
and are consistent with both. Note that the recent revision of Planck
data by Spergel et al. (2013) results in a value of ⌦mh2 that is in
excellent agreement with our isotropic BAO measurements, which

Figure 22. The DV (z)/rd measured from galaxy surveys, divided by
the best-fit flat ⇤CDM prediction from the Planck data. All error bars
are 1�. The Planck prediction is a horizontal line at unity, by construc-
tion. The dashed line shows the best-fit flat ⇤CDM prediction from the
WMAP+SPT/ACT results, including their smaller-scale CMB compilation
(Bennett et al. 2013). In both cases, the grey region shows the 1 � varia-
tion in the predictions for DV (z) (at a particular redshift, as opposed to
the whole redshift range), which are dominated by uncertainties in ⌦mh

2.
As the value of ⌦mh

2 varies, the prediction will move coherently up or
down, with amplitude indicated by the grey region. One can see the mild
tension between the two sets of CMB results, as discussed in Planck Col-
laboration (2013b). The current galaxy BAO data fall in between the two
predictions and are clearly consistent with both. As we describe in Sec. 7.5,
the anisotropic CMASS fit would yield a prediction for this plot that is 0.5
per cent higher than the isotropic CMASS fit; this value would fall some-
what closer to the Planck prediction. In addition to the BOSS data points,
we plot SDSS-II results as open circles, that from Percival et al. (2010) at
z = 0.275 and from Padmanabhan et al. (2012) at z = 0.35. These data
sets have a high level of overlap with BOSS LOWZ and with each other,
so one should not include more than one in statistical fitting. However, the
results are highly consistent despite variations in the exact data sets and dif-
ferences in methodology. We also plot results from WiggleZ from Kazin
et al. (2014) as open squares; however, we note that the distance measure-
ments from these three redshift bins are substantially correlated.

brings Planck predictions of the distance scale at z = 0.32 and
z = 0.57 much closer to BOSS measurements.

Our 68 and 95 per cent constraints in the DA(0.57)(r
fid
d /rd)�

H(0.57)(rd/r
fid
d ) plane from CMASS consensus anisotropic mea-

surements are highlighted in orange in Fig. 23. In grey we overplot
one-dimensional 1- and 2� contours of our consensus isotropic
BAO fit. Also shown in Fig. 23 are the flat ⇤CDM predictions from
the Planck and WMAP CMB data sets detailed in Section 9.1. The
CMB constraints occupy a narrow ellipse defined by the extremely
precise measurement of the angular acoustic scale of 0.06 per cent
(Planck Collaboration 2013b). The extent of the ellipse arises pri-
marily from the remaining uncertainty on the physical cold dark
matter density, ⌦ch

2; Planck narrows the allowed range by nearly
a factor of two compared with WMAP. The CMASS isotropic BAO
constraints are consistent with both CMB predictions shown here.
The anisotropic constraints in particular prefer larger values of
⌦ch

2 (right edge of the WMAP contour) also favored by Planck.
Also evident in this plot is the offset between the best fit anisotropic
constraint on H(0.57)(rd/r

fid
d ) (or ✏) and the flat ⇤CDM predic-

tions from the CMB.
To make the flat ⇤CDM comparison between the CMB

and our BAO measurements more quantitative, we report in Ta-
ble 13 the Planck, WMAP, and eWMAP ⇤CDM predictions for

c� 2014 RAS, MNRAS 000, 2–39

Peacock+, Nature, (2001) 
[2dfGRS]

signature of large-scale flattening from coherent infall has been seen
with a high signal-to-noise ratio.

Quantifying redshift-space distortions
The large-scale flattening of the correlation function may be
quantified by measuring the quadrupole moment of y(j,p) as a
function of radius r. A negative quadrupole moment implies
flattening, whereas the finger-of-God distortion tends to yield a
positive quadrupole moment. Figure 3 shows that the quadrupole-
to-monopole ratio is positive on small scales, but that if falls with
separation, becoming progressively more negative out to the largest
separations at which it can be reliably measured. This arises partly
because the underlying power spectrum is not a simple power-law
function of scale, so that the peculiar velocities have a different effect
at different radii. By integrating over the correlation function, it is
possible to construct quantities in which this effect is eliminated. We
shall not do this here, firstly because it seems desirable to keep the
initial analysis as direct as possible. More importantly, finger-of-
God smearing is a significant correction that will also cause the
flattening to depend on radius. We therefore have to fit the data with
a two-parameter model, described in the caption to Fig. 2. The
parameters are b and a measure of the size of the random dispersion

in the relative velocities of galaxies, jp. In practice, jp plays the role
of an empirical fitting parameter to describe the scale on which the
distortions approach the linear-theory predictions. It therefore also
incorporates other possible effects, such as a scale dependence of
bias.

The results for the quadrupole-to-monopole ratio are shown in
Fig. 3, which shows the average of the estimates for the NGP and
SGP slices. The difference between the NGP and SGP allows an
estimate of the errors to be made: these slices are independent
samples for the present analysis of clustering on relatively small
scales. For model fitting, it is necessary to know the correlation
between the values at different r. A simple way of addressing this is
to determine the effective number of degrees of freedom from the
value of x2 for the best-fitting model. A more sophisticated
approach is to generate realizations of y(j,p), and construct the
required covariance matrix directly. One way of achieving this is to
analyse large numbers of mock surveys drawn from numerical
simulations24. A more convenient method is to generate direct
realizations of the redshift-space power spectrum, using gaussian
fluctuations on large scales, but allowing for enhanced variance in
power on nonlinear scales25–27. In practice, the likelihood contours
resulting from this approach agree well with those from the simple
approach, and we are confident that the resulting errors on b are
realistic. These contours are shown in Fig. 4, and show that there is a
degree of correlation between the preferred values of b and jp, as
expected. For our purposes, jp is an uninteresting parameter, so we
marginalize over it to obtain the following estimate of b and its root
mean square (r.m.s.) uncertainty:

b ¼ 0:43 ! 0:07

articles
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Figure 2 The redshift-space correlation function for the 2dFGRS, y(j,p), plotted as a
function of transverse (j) and radial (p) pair separation. The function was estimated by
counting pairs in boxes of side 0.2 h−1 Mpc, and then smoothing with a gaussian of r.m.s.
width 0.5 h−1 Mpc. To illustrate deviations from circular symmetry, the data from the first
quadrant are repeated with reflection in both axes. This plot clearly displays redshift
distortions, with finger-of-God elongations at small scales and the coherent Kaiser
flattening at large radii. The overplotted contours show model predictions with flattening
parameter b ! Ω0:6=b ¼ 0:4 and a pairwise dispersion of jp ¼ 400 km s" 1. Contours
are plotted at y ¼ 10, 5, 2, 1, 0.5, 0.2 and 0.1.

The model predictions assume that the redshift-space power spectrum (Ps) may be
expressed as a product of the linear Kaiser distortion and a radial convolution37:
P sðkÞ ¼ P r ðk Þð1 þ bm2Þ2ð1 þ k 2j2

pm
2=2H 2

0Þ" 1, where m ¼ k̂⋅r̂, and jp is the r.m.s.
pairwise dispersion of the random component of the galaxy velocity field. This model gives
a very accurate fit to exact nonlinear simulations33. For the real-space power spectrum,
Pr(k), we take the estimate obtained by deprojecting the angular clustering in the APM
survey11,39. This agrees very well with estimates that can be made directly from the
2dFGRS, as will be discussed elsewhere. We use this model only to estimate the scale
dependence of the quadrupole-to-monopole ratio (although Fig. 2 shows that it does
match the full y(j,p) data very well).

0.5

0

–0.5

–1
0                          10                         20                         30

r (h–1 Mpc)

! 2
/!

0

σp = 500 km s–1

σp = 300 km s–1

β = 0.3
β = 0.4
β = 0.5

Figure 3 The flattening of the redshift-space correlation function is quantified by the
quadrupole-to-monopole ratio, y2/y0. This quantity is positive where fingers-of-God
distortion dominates, and is negative where coherent infall dominates. The solid lines
show model predictions for b ¼ 0:3, 0.4 and 0.5, with a pairwise velocity dispersion of
jp ¼ 400 km s" 1 (solid lines), plus b ¼ 0:4 with jp ¼ 300 and 500 km s−1 (dashed
lines). The y2/y0 ratio becomes more negative as b increases and as jp decreases. At
large radii, the effects of fingers-of-God become relatively small, and values of b ! 0:4
are clearly appropriate.

The multipole moments of the correlation function are defined as y!ðr Þ ! ð2! þ 1Þ=
2"1

" 1yðj ¼ r sin v; p ¼ r cos vÞ P !ðcos vÞ d cos v. In linear theory, the quadrupole-to-
monopole ratio is given40 by y2=y0 ¼ f ðnÞð4b=3 þ 4b2=7Þ=ð1 þ 2b=3 þ b2=5Þ. Here
f ðnÞ ¼ ð3 þ nÞ=n, where n is the power-spectrum index of the density fluctuations:
y # r " ð3þnÞ. In practice, nonlinear effects mean that this ratio is a function of scale. We
model this by using the real-space correlation function estimated from the APM
survey11,39, plus the model for nonlinear finger-of-God smearing given in the caption to
Fig. 2.

© 2001 Macmillan Magazines Ltd

to interpolate between the di↵erent redshifts we assume a global
luminosity evolution proportional to redshift, so that the magni-
tude threshold values scale linearly with redshift (Brown et al.
2008; Coupon et al. 2012). We find that one can approximate
hNgal(m|z,MB)i using Eq. 13 with

log Mmin(x) = 10.61 exp(1.49�24.66�x) (16)
�log m(x) = 0.06 exp(�0.08x + 0.34) (17)

M0(x) = Mmin(x) (18)
M1(x) = 13.5Mmin(x) (19)
↵(x) = 0.29 exp(�0.05x + 0.38) , (20)

where x = MB � 5 log(h) + z. Mmin and M1 are found to be
strongly correlated in such a way that M1 is approximately equal
to 10 � 20 times Mmin depending on the redshift probed and the
model implementation (e.g. Beutler et al. 2013). In our analysis
we find that M1(x) can be approximated by 13.5 times Mmin(x).
The function hNgal(m|z,MB)i is shown in Fig. 13 for the di↵erent
values of x probed with VIPERS. We checked the consistency
of this parameterization and verify that the wp(rp) predicted by
the mocks and the that measured are in good agreement for all
probed redshift and luminosity thresholds.

7. Redshift-space distortions

The main goal of VIPERS is to provide with the final sample
accurate measurements of the growth rate of structure in two
redshift bins between z = 0.5 and z = 1.2. The growth rate of
structure f can be measured from the anisotropies observed in
redshift space in the galaxy correlation function or power spec-
trum. Although this measurement is degenerate with galaxy bias,
the combination f�8 is measurable and still allows a fundamen-
tal test of modifications of gravity since it is a mixture of the
di↵erential and integral growth. In this Section, we present an
initial measurement of f�8 from the VIPERS first data release.

7.1. Method

With the first epoch VIPERS data we can reliably probe scales
below about 35 h

�1 Mpc. The use of the smallest non-linear
scales, i.e. typically below 10 h

�1 Mpc, is however di�cult be-
cause of the limitations of current redshift-space distortion mod-
els, which cannot describe the non-linear e↵ects that relate the
evolution of density and velocity perturbations. However, with
the recent developments in perturbation theory and non-linear
models for RSD (e.g. Taruya et al. 2010; Reid & White 2011;
Seljak & McDonald 2011), we can push our analysis well into
mildly non-linear scales and obtain unbiased measurements of
f�8 while considering minimum scales of 5� 10 h

�1 Mpc (de la
Torre & Guzzo 2012).

With the VIPERS first data release, we perform an initial
redshift-space distortion analysis, considering a single redshift
interval of 0.7 < z < 1.2. We select all galaxies above the mag-
nitude limit of the survey in that interval. The e↵ective pair-
weighted mean redshift of the subsample is z = 0.8. The mea-
sured anisotropic correlation function ⇠(rp, ⇡) is shown in the
top panel of Fig. 14. We have used here a linear binning of
�rp = �⇡ = 1 h

�1 Mpc. One can see in this figure the two main
redshift-space distortion e↵ects: the elongation along the line-
of-sight, or Finger-of-God e↵ect, which is due to galaxy ran-
dom motions within virialized objects and the squashing e↵ect
on large scales, or Kaiser e↵ect, which represents the coherent
large-scale motions of galaxies towards overdensities. The latter

Fig. 14. Anisotropic correlation functions of galaxies at 0.7 < z <
1.2. The top panel shows the results for the VIPERS first data release,
deduced by the Landy-Szalay estimator counting pairs in cells of side
1 h
�1 Mpc. The lower two panels show the results of two simulations,

which span the 68% confidence range on the fitted value of the large-
scale flattening (see Section 7.4).
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de la Torre et al. (2013) 
[VIPERS]
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the Hubble parameter HdS = 1/rc. We include this model be-
cause it realizes (as we shall see) Geff < G; unfortunately it
is associated with the existence of ghosts (Nicolis & Rattazzi
2004).
On the scale of surveys we have that the effective Newton’s

constant satisfies (Lue et al. 2004, Koyama & Maartens 2006):

Geff =

[

1+
1

3β(t)

]

G0 , β(t)≡1−2Hrc

(

1+
Ḣ
3H2

)

.(27)

SinceHrc#1 and Ḣ/H2$−3/2 in the deep matter era, it fol-
lows that |β|#1 and henceGeff $G. As the background trajec-
tory approaches the de Sitter solution characterized byHrc =1

and Ḣ = 0, we have that β = −1 and Geff = 2G/3. The DGP
model gives rise to weaker gravity due to the gravitational leak-
age to the extra dimension.
Since the DGP model predicts a weaker gravitational in-

teraction on cosmological scales, fitting the amplitude of
f(z)σ8(z) to RSD measurements without using the bound of
σ8(0) from CMB measurements gives rise to f(z)σ8(z) larger
than that of the ΛCDM model at high redshifts (z > 1). The
best-fit curve of the DGP model is plotted as the dot-dot-dashed
line in Fig. 15, which exhibits a notable deviation from the
ΛCDM model and f(R) gravity at the redshift associated with
the FastSound measurement.

6.2.3 Galileons
Another class of models that modify gravity are based around a
scalar field, φ that satisfies a Galilean shift symmetry: ∂µφ →
∂µφ+ bµ in Minkowski space-time. One can obtain general
Lagrangians of “Galileons” (Nicolis et al. 2009) and, in particu-

lar, do so in curved space-time leading to “covariant Galileons”
(Deffayet et al. 2009). The analytic estimation of Geff and
the full numerical integration of cosmological perturbations for
the covariant Galileon were first carried out by de Felice et al.
2011a. In the massless limit (mφ → 0), the effective gravi-
tational coupling can be schematically expressed in the form
(Tsujikawa 2015; Perenon et al. 2015)

Geff =
c2t

16πqt
(1+Qs) , (28)

where Qs describes the scalar-matter interaction, qt is as-
sociated with the no-ghost condition of tensor perturbations
(Kobayashi et al. 2011), which is required to be positive and
the quantity c2t corresponds to the tensor propagation speed
squared, which needs to be positive to avoid the Laplacian in-
stability. Using conditions for avoiding ghosts and Laplacian
instabilities of both scalar and tensor perturbations, it follows
that Qs ≥ 0 (Tsujikawa 2015).
In figure 15 we plot the best-fit curve of f(z)σ8(z) for the

covariant Galileon as the dotted dashed line. The best-fit curve
of f(z)σ8(z) constrained by the RSD data alone (without us-
ing the CMB constraint on σ8(0)) exhibits significant differ-
ence from those of the ΛCDM and f(R) gravity at high red-
shifts (z > 1). Thus, the FastSound data is very useful to distin-
guish the covariant Galileon from other modified gravity theo-
ries. One can generalize the covariant Galileon to the extended
Galileon (De Felice & Tsujikawa 2012). In this case the growth
rate of δm is typically greater than that in the ΛCDM model,
but it is not as large as that of the covariant Galileon (Okada
et al. 2013). In Fig. 15 we show the best-fit curve of f(z)σ8(z)
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confidence regions, accounting for systematic uncertainties. The
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prefers spatial flatness, with 103⌦k = �3± 4 and 0± 4 from
the combinations using WMAP and Planck+WP data, re-
spectively.

Turning to models with an evolving equation of state,
we first consider the simplest case without spatial curvature.
With this assumption, the cluster data alone are able to con-
strain the w0 and wa parameters of the evolving dark energy
model (see Equation 1), even when atr is free (marginalized

over 0.5 < atr < 0.95). Individual constraints from cluster,
CMB, supernova and BAO data are shown in the left panel
of Figure 6, along with constraints from the combination of
data, when atr is fixed to 0.5. Regardless of which all-sky
CMB data set is used and whether or not atr is fixed, we
find consistency with the cosmological-constant model.

Table 2 also shows constraints for models including both
free curvature (⌦k) and an evolving equation of state. In
all cases, the cluster data, and the combinations of cluster
and other leading data sets, remain consistent with spatial
flatness and a cosmological constant (see the right panel of
Figure 6 for models including free curvature). Comparing
to M14, who use identical fgas, CMB, supernova and BAO
data but not cluster counts, we generally find improvement
in the constraints on w0, and less so for ⌦k and wa. In the
most general model we consider, the constraint on w0 shrinks
from �0.99 ± 0.34 to �0.97+0.40

�0.22 for the combination using
WMAP CMB data (from �0.75±0.34 to �0.71+0.24

�0.36 for the
combination using Planck+WP data).

4.4 Constraints on Modifications of Gravity

While dark energy (in the form of a cosmological constant)
has been a mainstay of the standard cosmological model
since the discovery that the expansion of the Universe is
accelerating, other explanations for acceleration are possi-
ble. In particular, various modifications to GR in the large-
scale/weak-field limit have been proposed (for recent reviews
see, e.g., Frieman et al. 2008; Clifton et al. 2012; Joyce et al.
2014). Being sensitive to the action of gravity in this regime,
the growth of cosmic structure has the potential to distin-
guish between dark energy and modified gravity theories
that predict identical expansion histories.

A simple and entirely phenomenological approach in-
volves modifying the growth rate of density perturbations
at late times, when the growth is approximately scale-

c� 2014 RAS, MNRAS 000, 1–22

Planck Collaboration: Planck catalogue of Sunyaev–Zeldovich sources 

-120

-600

6012
0

-75
-60

-45

-30

-15

0

15

30

45

60
75

Fig. 2: The distribution, shown inMollweide projectionwith the Galactic plane horizontal and theMilkyWay centre in the middle, of
the 1227 Planck clusters and candidates across the sky (red thick dots). The masked point-sources (black thin dots), the Magellanic
clouds (large black areas) and the Galactic mask, covering a total of 16.3% of the sky and used by the SZ-finder algorithms to detect
SZ sources, are also shown.

2013). Both show a slightly flatter distribution in the outer parts
(i.e., beyond R500) with respect to the predictions from the nu-
merical simulations. These results are further confirmed by inde-
pendent measurements from Bolocam in a smaller radial range
(r < 2R500, Sayers et al. 2012b). Using the profile of Planck
Collaboration Int. V (2013) does not affect the detection yield
(see Sect. 3) and only slightly modifies the measure of the SZ
flux density (see Sect. 7.5) as compared to the generalized NFW
(GNFW) profile adopted in the three cluster. The fiducial model
parameters for the GNFW profile are given by the parameteriza-
tion of the pressure profile in Eq. 12 of Arnaud et al. (2010). It
states

p(x) =
P0

(c500x)γ [1 + (c500x)α](β−γ)/α
, (1)

with the parameters

[P0, c500, γ,α, β] = [8.40 h−3/270 , 1.18, 0.308, 1.05, 5.49] . (2)

The (weak) mass dependence of the profiles is neglected. Within
the SZ-finder algorithms, the size and amplitude of the profile
are allowed to vary but all other parameters are fixed. The cluster
model is thus equivalent to a shape function characterized by
two free parameters, its amplitude and a characteristic scale θs =
θ500/c500.

2.2.2. Matched Multi-filter (MMF)

Two different implementations of the matched multi-frequency
filter algorithm (MMF1 and MMF3) are used to detect SZ clusters.
Both are extensions, over the whole sky, of the MMF algorithm

(Herranz et al. 2002; Melin et al. 2006). The matched filter op-
timizes the cluster detection using a linear combination of maps
(which requires an estimate of the statistics of the contamina-
tion) and uses spatial filtering to suppress both foregrounds and
noise (making use of the prior knowledge of the cluster pressure
profile and thermal SZ spectrum).

The MMF1 algorithm divides the full-sky Planck frequency
maps into 640 patches, each 14.66 × 14.66 square degrees, cov-
ering 3.33 times the sky. The MMF3 algorithm divides the maps
into a smaller set of 504 overlapping square patches of area
10 × 10 square degrees with the sky covered 1.22 times. The
smaller redundancy of MMF3 with respect to MMF1 implies a
potentially lower reliability of the SZ detections. In order to in-
crease the reliability of the detections, the MMF3 algorithm is
thus run in two iterations. After a first detection of the SZ candi-
dates, a subsequent run centred on the positions of the candidates
refines the estimated S/N and candidate properties. If the S/N of
a detection falls below the threshold at the second iteration, it
is removed from the catalogue. For both implementations, the
matched multi-frequency filter optimally combines the six fre-
quencies of each patch. Auto- and cross-power spectra are di-
rectly estimated from the data and are thus adapted to the local
instrumental noise and astrophysical contamination, which con-
stitutes the dominant noise contribution. Figure 3 illustrates, for
a six arcmin filter size, the ensemble noise maps as measured
by MMF3 in each of the patches. For both MMF1 and MMF3, the
detection of the SZ-candidates is performed on all the patches,
and the resultant sub-catalogues are merged together to produce
a single SZ-candidate catalogue per method.

4
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Figure 8. GAMA-like sample (SHAM with vpeak): VVF median (left panel), standard deviation �VVF (middle panel) and percentile
y2.5 (right panel) for redshift-space samples including subhaloes selected by a threshold on vpeak (solid) and additionally imposing a bias
threshold b1 � �5 (dashed). The thick (thin) curves show results at redshift z = 0.1 (z = 0.0) for the P18 (blue) and WMAP7 (red) cdm
cosmologies. WMAP7 results were averaged over 2 realisations of the L150 N1024 configuration, with error bars showing the standard
deviation across the realisations. Thick solid green curves show the power law fits to GAMA measurements from Table 2. The GAMA
median and y2.5 are best described by the P18 results at z = 0.1, regardless of selecting on b1 (although the median seems to prefer
the full sample). The GAMA �VVF, on the other hand, is bracketed between the full sample and the bias-thresholded one for either
cosmology, roughly independent of redshift. See text for a discussion.

Statistic A ↵

�VVF 2.95 0.130
y2.5 4.84⇥ 10�3 �0.306
y50 0.263 �0.119
y97.5 9.1 0.119

Table 2. Power law descriptions A ⇥ n↵
trc – with ntrc in units

of (h�1Mpc)�3 – of GAMA measurements of the standard de-
viation �VVF and percentiles y2.5, y50 and y97.5 of the VVF of
luminosity-thresholded samples. These descriptions are valid over
the range 10�3 . ntrc . 3 ⇥ 10�2, corresponding to r-band
absolute magnitude thresholds between �21 and �18.

however, we indeed see that �VVF is very nicely bracketed
between b1 thresholds of �5 and �4.5.

The percentile y2.5, on the other hand, is very insensitive
to the bias threshold and is consequently not well-described
by any of the samples thresholded by m200b and b1. Since
y2.5, particularly at high number densities, is expected to
be sensitive to the behaviour of the subhalo population (c.f.
Figure 6), this suggests that our choice of m200b-thresholding
is not picking the correct population of subhaloes. This is
not surprising: subhaloes are dramatically a↵ected by tidal
stripping (e.g., van den Bosch & Ogiya 2018) and might
easily fail a cut on m200b while still being valid candidates
for hosting faint galaxies.

To rectify the exclusion of such objects, in Figure 8
we show results for samples thresholded by vpeak, which is
the maximum value of the maximum circular velocity of an
object along its main progenitor branch of the merger tree.
Subhalo abundance matching (SHAM) linking vpeak with
stellar mass m⇤ is known to provide a good description of
the m⇤-dependent 2-point clustering of low-redshift galaxies
with m⇤ & 109.8h�2

M� (approximately corresponding to
r-band absolute magnitude Mr � 5 log10 h . �19) at all but
the smallest length scales (Reddick et al. 2013; Campbell

et al. 2018).11 Figure 8 shows results for the P18 (blue)
and WMAP7 (red) cdm simulations, for samples selected
with (dashed) and without (solid) a bias threshold,12 and
also explores the redshift evolution of the VVF statistics by
comparing results at z = 0 (thin lines) with those at z = 0.1
(thick lines) which is closer to the median redshift of GAMA
galaxies.

We see that the percentile y2.5 of GAMA (right panel)
is best described by the P18 sample at z = 0.1, regardless
of the b1 threshold, while P18 results at z = 0.0 and all the
WMAP7 results seem to be excluded. The GAMA median
y50 (left panel), on the other hand, seems to prefer the full
samples in either cosmology compared to their b1 � �5
counterparts, independent of redshift. Finally, the GAMA
�VVF (middle panel) is bracketed between the all (sub)halo
and b1 � �5 samples for both cosmologies at each redshift.

Thus, di↵erent aspects of the VVF allow us to simulta-
neously probe the e↵ects of galaxy evolution (as captured by
the environment-dependence implied by the b1 selection) and
cosmology. The median y50 and standard deviation �VVF are
pulled in di↵erent directions by the b1 threshold, while y2.5

is more sensitive to cosmology, redshift evolution and the
nature of substructure (c.f. Figures 6 and 7). Finally, since
SHAM with vpeak (with no restrictions on large-scale environ-
ment) reproduces the observed 2-point correlation function
of low-redshift galaxies, the sensitivity of y50 and �VVF to
halo bias is genuinely new information which is not easily

11 For simplicity we assume that the vpeak-luminosity SHAM
implied by our comparison below is equivalent to the vpeak-m⇤
SHAM usually studied in the literature (see also Gerke et al. 2013;
Carretero et al. 2015). We will test this assumption in future work.
12 We caution that the bias-thresholded WMAP7 results are likely
a↵ected by finite volume e↵ects. We have checked that a similar
analysis with m200b-thresholding (c.f. Figure 8) leads to �VVF

being systematically underestimated by ⇠ 5% in the WMAP7
cdm L150 N1024 boxes.
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Figure 8. GAMA-like sample (SHAM with vpeak): VVF median (left panel), standard deviation �VVF (middle panel) and percentile
y2.5 (right panel) for redshift-space samples including subhaloes selected by a threshold on vpeak (solid) and additionally imposing a bias
threshold b1 � �5 (dashed). The thick (thin) curves show results at redshift z = 0.1 (z = 0.0) for the P18 (blue) and WMAP7 (red) cdm
cosmologies. WMAP7 results were averaged over 2 realisations of the L150 N1024 configuration, with error bars showing the standard
deviation across the realisations. Thick solid green curves show the power law fits to GAMA measurements from Table 2. The GAMA
median and y2.5 are best described by the P18 results at z = 0.1, regardless of selecting on b1 (although the median seems to prefer
the full sample). The GAMA �VVF, on the other hand, is bracketed between the full sample and the bias-thresholded one for either
cosmology, roughly independent of redshift. See text for a discussion.

Statistic A ↵

�VVF 2.95 0.130
y2.5 4.84⇥ 10�3 �0.306
y50 0.263 �0.119
y97.5 9.1 0.119

Table 2. Power law descriptions A ⇥ n↵
trc – with ntrc in units

of (h�1Mpc)�3 – of GAMA measurements of the standard de-
viation �VVF and percentiles y2.5, y50 and y97.5 of the VVF of
luminosity-thresholded samples. These descriptions are valid over
the range 10�3 . ntrc . 3 ⇥ 10�2, corresponding to r-band
absolute magnitude thresholds between �21 and �18.

however, we indeed see that �VVF is very nicely bracketed
between b1 thresholds of �5 and �4.5.

The percentile y2.5, on the other hand, is very insensitive
to the bias threshold and is consequently not well-described
by any of the samples thresholded by m200b and b1. Since
y2.5, particularly at high number densities, is expected to
be sensitive to the behaviour of the subhalo population (c.f.
Figure 6), this suggests that our choice of m200b-thresholding
is not picking the correct population of subhaloes. This is
not surprising: subhaloes are dramatically a↵ected by tidal
stripping (e.g., van den Bosch & Ogiya 2018) and might
easily fail a cut on m200b while still being valid candidates
for hosting faint galaxies.

To rectify the exclusion of such objects, in Figure 8
we show results for samples thresholded by vpeak, which is
the maximum value of the maximum circular velocity of an
object along its main progenitor branch of the merger tree.
Subhalo abundance matching (SHAM) linking vpeak with
stellar mass m⇤ is known to provide a good description of
the m⇤-dependent 2-point clustering of low-redshift galaxies
with m⇤ & 109.8h�2

M� (approximately corresponding to
r-band absolute magnitude Mr � 5 log10 h . �19) at all but
the smallest length scales (Reddick et al. 2013; Campbell

et al. 2018).11 Figure 8 shows results for the P18 (blue)
and WMAP7 (red) cdm simulations, for samples selected
with (dashed) and without (solid) a bias threshold,12 and
also explores the redshift evolution of the VVF statistics by
comparing results at z = 0 (thin lines) with those at z = 0.1
(thick lines) which is closer to the median redshift of GAMA
galaxies.

We see that the percentile y2.5 of GAMA (right panel)
is best described by the P18 sample at z = 0.1, regardless
of the b1 threshold, while P18 results at z = 0.0 and all the
WMAP7 results seem to be excluded. The GAMA median
y50 (left panel), on the other hand, seems to prefer the full
samples in either cosmology compared to their b1 � �5
counterparts, independent of redshift. Finally, the GAMA
�VVF (middle panel) is bracketed between the all (sub)halo
and b1 � �5 samples for both cosmologies at each redshift.

Thus, di↵erent aspects of the VVF allow us to simulta-
neously probe the e↵ects of galaxy evolution (as captured by
the environment-dependence implied by the b1 selection) and
cosmology. The median y50 and standard deviation �VVF are
pulled in di↵erent directions by the b1 threshold, while y2.5

is more sensitive to cosmology, redshift evolution and the
nature of substructure (c.f. Figures 6 and 7). Finally, since
SHAM with vpeak (with no restrictions on large-scale environ-
ment) reproduces the observed 2-point correlation function
of low-redshift galaxies, the sensitivity of y50 and �VVF to
halo bias is genuinely new information which is not easily

11 For simplicity we assume that the vpeak-luminosity SHAM
implied by our comparison below is equivalent to the vpeak-m⇤
SHAM usually studied in the literature (see also Gerke et al. 2013;
Carretero et al. 2015). We will test this assumption in future work.
12 We caution that the bias-thresholded WMAP7 results are likely
a↵ected by finite volume e↵ects. We have checked that a similar
analysis with m200b-thresholding (c.f. Figure 8) leads to �VVF

being systematically underestimated by ⇠ 5% in the WMAP7
cdm L150 N1024 boxes.
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Figure 8. GAMA-like sample (SHAM with vpeak): VVF median (left panel), standard deviation �VVF (middle panel) and percentile
y2.5 (right panel) for redshift-space samples including subhaloes selected by a threshold on vpeak (solid) and additionally imposing a bias
threshold b1 � �5 (dashed). The thick (thin) curves show results at redshift z = 0.1 (z = 0.0) for the P18 (blue) and WMAP7 (red) cdm
cosmologies. WMAP7 results were averaged over 2 realisations of the L150 N1024 configuration, with error bars showing the standard
deviation across the realisations. Thick solid green curves show the power law fits to GAMA measurements from Table 2. The GAMA
median and y2.5 are best described by the P18 results at z = 0.1, regardless of selecting on b1 (although the median seems to prefer
the full sample). The GAMA �VVF, on the other hand, is bracketed between the full sample and the bias-thresholded one for either
cosmology, roughly independent of redshift. See text for a discussion.

Statistic A ↵

�VVF 2.95 0.130
y2.5 4.84⇥ 10�3 �0.306
y50 0.263 �0.119
y97.5 9.1 0.119

Table 2. Power law descriptions A ⇥ n↵
trc – with ntrc in units

of (h�1Mpc)�3 – of GAMA measurements of the standard de-
viation �VVF and percentiles y2.5, y50 and y97.5 of the VVF of
luminosity-thresholded samples. These descriptions are valid over
the range 10�3 . ntrc . 3 ⇥ 10�2, corresponding to r-band
absolute magnitude thresholds between �21 and �18.

however, we indeed see that �VVF is very nicely bracketed
between b1 thresholds of �5 and �4.5.

The percentile y2.5, on the other hand, is very insensitive
to the bias threshold and is consequently not well-described
by any of the samples thresholded by m200b and b1. Since
y2.5, particularly at high number densities, is expected to
be sensitive to the behaviour of the subhalo population (c.f.
Figure 6), this suggests that our choice of m200b-thresholding
is not picking the correct population of subhaloes. This is
not surprising: subhaloes are dramatically a↵ected by tidal
stripping (e.g., van den Bosch & Ogiya 2018) and might
easily fail a cut on m200b while still being valid candidates
for hosting faint galaxies.

To rectify the exclusion of such objects, in Figure 8
we show results for samples thresholded by vpeak, which is
the maximum value of the maximum circular velocity of an
object along its main progenitor branch of the merger tree.
Subhalo abundance matching (SHAM) linking vpeak with
stellar mass m⇤ is known to provide a good description of
the m⇤-dependent 2-point clustering of low-redshift galaxies
with m⇤ & 109.8h�2

M� (approximately corresponding to
r-band absolute magnitude Mr � 5 log10 h . �19) at all but
the smallest length scales (Reddick et al. 2013; Campbell

et al. 2018).11 Figure 8 shows results for the P18 (blue)
and WMAP7 (red) cdm simulations, for samples selected
with (dashed) and without (solid) a bias threshold,12 and
also explores the redshift evolution of the VVF statistics by
comparing results at z = 0 (thin lines) with those at z = 0.1
(thick lines) which is closer to the median redshift of GAMA
galaxies.

We see that the percentile y2.5 of GAMA (right panel)
is best described by the P18 sample at z = 0.1, regardless
of the b1 threshold, while P18 results at z = 0.0 and all the
WMAP7 results seem to be excluded. The GAMA median
y50 (left panel), on the other hand, seems to prefer the full
samples in either cosmology compared to their b1 � �5
counterparts, independent of redshift. Finally, the GAMA
�VVF (middle panel) is bracketed between the all (sub)halo
and b1 � �5 samples for both cosmologies at each redshift.

Thus, di↵erent aspects of the VVF allow us to simulta-
neously probe the e↵ects of galaxy evolution (as captured by
the environment-dependence implied by the b1 selection) and
cosmology. The median y50 and standard deviation �VVF are
pulled in di↵erent directions by the b1 threshold, while y2.5

is more sensitive to cosmology, redshift evolution and the
nature of substructure (c.f. Figures 6 and 7). Finally, since
SHAM with vpeak (with no restrictions on large-scale environ-
ment) reproduces the observed 2-point correlation function
of low-redshift galaxies, the sensitivity of y50 and �VVF to
halo bias is genuinely new information which is not easily

11 For simplicity we assume that the vpeak-luminosity SHAM
implied by our comparison below is equivalent to the vpeak-m⇤
SHAM usually studied in the literature (see also Gerke et al. 2013;
Carretero et al. 2015). We will test this assumption in future work.
12 We caution that the bias-thresholded WMAP7 results are likely
a↵ected by finite volume e↵ects. We have checked that a similar
analysis with m200b-thresholding (c.f. Figure 8) leads to �VVF

being systematically underestimated by ⇠ 5% in the WMAP7
cdm L150 N1024 boxes.
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★ Cosmic web evolution is a rich source of multi-scale, 
non-linear cosmological information 

★ Probed by biased tracers, whose properties must be 
understood for cosmological use 

★ Voronoi volume function: probes both cosmology and 
galaxy evolution.

Conclusions


