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Outline:

Trends In the backdrop of our contributions

• WLCG, Computing infrastructure and Services

• HEP software and R&D

• Triggers , Real time analysis and ML (Online)
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The problem, now
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From archives 
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Now

T2_IN_TIFR
T3_IN_TIFRCloud
T3 India CMS
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WLCG, Computing infrastructure and Services



Complexity of LHCONE Network

Beautiful or Ugly ?06-05-2022 DHEP meeting 2022            brij@cern.ch 16
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❖ T2_IN_TIFR, and  T3_IN_TIFRCloud 

❖ Member, WLCG Grid Deployment Board

• Decision making body and supervision of implementation

Important responsibilities in international fora

https://wlcg.web.cern.ch/collaboration/management/grid-deployment-board
https://wlcg.web.cern.ch/collaboration/management/grid-deployment-board
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(Optical network 
technology )
Dense wave 
division 
multiplexing(DW
DM) 1                                                          
00Gb/s per 
wave (optical 
channel)

Performance in Run -II
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Network between the CERN data center and the 
experiments was upgraded (x10 for LHCb and 
x15 for ALICE w.r.t. Run2) 

In the preparation of Run-III

Wide Area Network connectivity 
increased between x3 w.r.t. Run2 
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Run-1 (2009-2012) LS-1 Run-2 (2015-2018) LS-2

ATLAS CMS LHCb ALICE

Extra

1 Tb/s peak target

Nominal target

05/10/2021 07/10/2021

Data challenges testing the WLCG network and 
archive storages in preparation for Run-3

Tape writing at CERN consists mostly of 
RAW data for the LHC experiments. 

In the preparation of Run-III



❖ TIFR-Caltech Bilateral collaboration for R&D projects
• International conference super computing 2018 and 2019 [SC18-NRE-016]

• Global Petascale to Exascale Science Workflows for Data Intensive 
Science Accelerated by Next Generation Programmable software 
defined network Architectures and ML Applications

06-05-2022 26

Pushing limits of R&E networks and storage

DHEP meeting 2022            brij@cern.ch

https://sc18.supercomputing.org/app/uploads/2018/11/SC18-NRE-016.pdf
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Changing landscape of WLCG 

● Reducing data replication 

● Data caches (AAA & xrootd )

● The Data lake / DOMA 

● Opportunistic resources 

○ HPC systems

○ Commercial Clouds

○ Dynamic resource sites

• Data transfer:  GridFTP => HTTPS Based

• RUCIO for scientific data management and transfers

• Authentication: GSI .x509  => Token based authentication

Ref – WLCG DOMA

https://rucio.cern.ch/
https://twiki.cern.ch/twiki/bin/view/LCG/MaterialAndPresentations
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Changing landscape of WLCG 
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○ Dynamic resource sites

• Data transfer:  GridFTP => HTTPS Based
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gridFTP

HTTP

https://rucio.cern.ch/
https://twiki.cern.ch/twiki/bin/view/LCG/MaterialAndPresentations


❖ Convener of CMS Monitoring and analytics group (Level 2 position 2021 onwards)

• Responsible for entire monitoring infrastructure stack of CMS 
• Supervising full time software developers and operators based at CERN   
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Important responsibilities in international fora
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Overview
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CMS Monitoring paper

CMS Monit Documents

CERN IT MONIT infrastructure
• Grafana,
• Kibana and ElasticSearch,
• AMQ,
• HDFS and Spark,
• CMS data sources and code,
• HTCondor job monitoring.

CMS CMS monitoring infrastructure
• Prometheus,
• AlertManager,
• VictoriaMetrics,
• NATS,
• CLI tools.

○ JSON data injection to MONIT via CMSMonitoring,  Stomp AMQ python module
○ Log injection into MONIT via logstash
○ Monitoring central CMS services and nodes via Prometheus+exporters
○ DB dumps on HDFS via Sqoop job
○ Spark+HDFS jobs via CMSSpark/SWAN for resource hungry workflows or large 

datasets
○ Alerts via Grafana, Prometheus+AlertManager
○ CLI tools: GGUS/SSB parsers, query ES/InfluxDB, alert and annotation 

management, nats publish and subscribe tools, etc.

https://link.springer.com/article/10.1007%2Fs41781-020-00051-x
https://cmsmonit-docs.web.cern.ch/
https://cmsmonit-docs.web.cern.ch/MONIT/
https://cmsmonit-docs.web.cern.ch/MONIT/Grafana/
https://cmsmonit-docs.web.cern.ch/MONIT/Kibana/
https://cmsmonit-docs.web.cern.ch/MONIT/#data-injection
https://cmsmonit-docs.web.cern.ch/MONIT/HDFS/
https://cmsmonit-docs.web.cern.ch/MONIT/sources/
https://cmsmonit-docs.web.cern.ch/MONIT/code/
https://cmsmonit-docs.web.cern.ch/MONIT/condor/
https://cmsmonit-docs.web.cern.ch/infrastructure/
https://cmsmonit-docs.web.cern.ch/infrastructure/#cms-prometheus-services
https://cmsmonit-docs.web.cern.ch/infrastructure/alertmanager/
https://cmsmonit-docs.web.cern.ch/infrastructure/vm/
https://cmsmonit-docs.web.cern.ch/NATS/nats/
https://cmsmonit-docs.web.cern.ch/infrastructure/README#cms-monitoring-cli-tools


Overview
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• The High Availability mode of the CMS Monitoring 
infrastructure 

• Growing number of k8s clusters in different CERN zones 
✓ VM metrics in zone A,B
✓ Services metrics in zone Y,Z
✓ Aggregated metrics in zones D,F

• Maintenance of independent clusters transparent to end-
users

• The main cluster runs a Promxy server, which is used to 
access the services on the two HA ones. 

• Each HA cluster runs Prometheus, AlertManager and 
VictoriaMetrics services. 

• The Prometheus service scrapes metrics from CMS services 
and nodes, and it is configured to access both AM services 
in the HA clusters. 

• The AlertManager can exchange information through a 
gossip-based mechanism if necessary

Overview
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CMS Monitoring project dashboard
CMS Monitoring GraphanaScale of infrastructure 

Type Scale 

K8s Cluster 5

Data points ~ 520 Billion

Monitoring nodes 
and services

200+ nodes on VM
100+ services on k8s
150+ rules 

Dashboards ~100 Production
(>500 overall)

Total datasets 40 TB on ES
35 TB on HDFS

Throughput 3.5 Million Msgs/hour 
to AMQ broker ( ~ 10 
kHz)

https://cms-monitoring.cern.ch/
https://monit-grafana.cern.ch/d/000000530/cms-monitoring-project?orgId=11&from=now-7d&to=now


Monitoring Dashboards 
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RUCIO Dashboard [link]
Data popularity[link]

https://monit-grafana.cern.ch/d/O7M3h-UMk/rucio-used-space-in-disk-and-tape?orgId=11
https://monit-grafana.cern.ch/d/o261lB1Wz/data-popularity?orgId=11


Monitoring Dashboards 
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CMS FTS metrics [link] 

https://monit-grafana.cern.ch/d/mtQFDScGk/cms-fts-metrics?orgId=11&refresh=5m


Analytics 
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➢ Support for data access and tools for users to 
do their own analytics 

➢ Intelligence Module for operations : 

Design principles

• Annotating Grafana Dashboards for Network 
or Database interventions. 

• Assigns proper severity levels to SSB/GGUS 
alerts which helps operators to understand 
the criticality of the infrastructure. Ex. If 
Number of Alerts with severity=”urgent” > 
some threshold, then the infrastructure is in 
critical situation.

Plans 
• Add applicable links to OTG or GGUS tickets that raised the alert
• Expanding the scope by adding more metrics. 
• Improving the dashboard visualization with user inputs. 
• Predict type of alerts and group similar alerts with the help of Machine Learning.
• More intelligence to improve O/C operations.  

[Referecnce]

https://www.epj-conferences.org/articles/epjconf/abs/2021/05/epjconf_chep2021_02004/epjconf_chep2021_02004.html


06-05-2022 DHEP meeting 2022            brij@cern.ch 41

HEP Software and R&D
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Hardware cost and market trends

Hardware cost is more and more dominated by market trends rather than technology
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Heterogeneous architectures 
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Portability layer
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CPU needs
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CPU needs Storage needs
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CPU needs Storage needs

Event Generators: HSF Gen WG paper

Simulation: (GEANT4 and DD4HEP)

Reconstruction 

Reduced analysis formats (NanoAODs)

Analysis (TTree to RNTuple)

https://link.springer.com/article/10.1007/s41781-021-00055-1
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Internal ROOT data format: from TTree to RNtuple

• RNTuple is 10-20% smaller than TTree, resulting in storage saving
• Read throughput improves by x3-x5 with RNtuple
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Triggers , Real time analysis and ML (Online)
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Hardware accelerators

→ Use more than one kind of processor or cores to maximize performance or energy 
efficiency. 
→ Exploit the high level of parallelism to handle particular tasks.

Graphic Processor Units (GPUs) Field Programmable Gate Arrays (FPGAs) 

- Programmable and flexible devices
- Low latency
- Low power consumption

- Multicore processors, highly commercial
- High throughput 
- Ideal for data –intensive parallelizable applications

5706-05-2022 DHEP meeting 2022            brij@cern.ch
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PCIe slots 

3 PCIe40
(FPGAs)

2 network
connections

1-3 GPUs

40 Tb/s

Event 
Building

• In practice mounted server’s CPUs:

Hardware accelerators

CPU RAM fans 06-05-2022 DHEP meeting 2022            brij@cern.ch 59
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LHCb DAQ Architecture 
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LHCb HLT1 
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SciFi hits 

SciFi Seed_XZ

T-Tracks

+ UV hits to 
confirmTracks

UT Hits / Tracks 

Downstream 
tracks

SciFi Decoding

Seeding (Scifi) in HLT2 => T-tracks
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SciFi hits 

SciFi Seed_XZ

T-Tracks

+ UV hits to 
confirmTracks

Scifi-Velo
Matching

Long tracks 

Velo tracks 

UT Hits / Tracks 

Downstream 
tracks

SciFi Decoding

➢ Developed an alternative long track reconstruction in HLT1, based 
on Seeding + Matching. 

➢ Throughput is comparable with Forward-with-UT, provide similar 
efficiencies at high momentum, without any hard cut at low pt.

➢ Bonus: this approach produces T track segments which could be 
used furhter (e.g downstream tracking)“

Seeding (Scifi) in HLT2 => T-tracks
Seeding (Scifi) in HLT1 => T-Tracks at HLT1
Seeding (Scifi) + Velo matching => Long Tracks
Seeding (Scifi) + UT => Downstream tracks  
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Graph Neural Networks (GNNs )

Graph -data structure that represents objects (nodes) and the 
relations between them (edges)
- Most suitable for capturing relations of 3D structured data
-capture both information related to the nodes themselves 

and relational information described by structure

• Advantages over CNNs and RNNs where nodes are 
permutable: (there is no natural order to represent the
neighbours of nodes in a graph )

• Furthermore in other Euclidean data structures such as 
images,  the connections are embedded in the objects 
themselves (i.e. each pixel has a predefined number
to adjacent pixels, whereas in graph structured data the 
number of edges of each node varies)

• DL-based inclusive approach with GNNs 
[BELLE2-MTHESIS-2020-006].

• GNNs in online computing for pileup 
mitigation [arXiv:1810.07988] 

• Particle Flow algorithm [Eur.Phys.J.C 81 
(2021) 5, 381].

• First FPGA-compatible implementation of a 
GNN [Frontiers in Big Data 3 (2021) 44]

Deep-learning-assisted full event interpretation, instead of the usual signal-based reconstruction.
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Summary

• Software is not just a tool, it’s a intellectual property 

• Investment in hardware is important but it has a fixed lifetime, Software and 
services can outlive generations of hardware. 

• Are we meeting the scientific computing requirements of our researchers and 
what can we do to reduce researchers overhead for meeting their computing 
needs. 

• As an institute and as a department, In terms of our contribution to core 
software and frameworks, are we where we want to be ? 
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Thank you.. 
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Questions ?
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