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Computer	cluster
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A	computer	cluster	is	a	set	of	computers	
connected	that	work	together	and	that	can	
be	viewed	as	a	single	system.
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#1
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Sunway	TaihuLight,	China
93.0	PFLOPS
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#2
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MilkyWay-2,	China
33.9	PFLOPS
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#3
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Piz	Daint,	Switzerland
19.6	PFLOPS
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Importance
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Large	scale	computing
Large	data	storage	(PetaByte scale)
Simulations

Weather	forecast	(Earthquake,	storm,	flood)
Industry	(Aviation,	automobile)
Health	(Genetic)	
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GRAPES-3	experiment
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Gamma Ray Astronomy at PeV EnergieS-3

Ooty, India, altitude 2200 m above msl
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GRAPES-3	DAQ
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Storage	and	computing	demands
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Storing	and	managing	20	years	of	data
Fast	access
Physics	analysis	(frequent)
Simulations	(frequent)
Storage	and	management	of	simulated	data
Simulations	are	time	consuming
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Simulations	are	time	consuming
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6	m.	X	60	s.	X	16	mod.	X	3	kHz	=	17.3	X	106 muons

High	statistics	essential	for	precision	study

Experiment Simulation

Time 6	m. 24	h

Size Few	MB Few	hundred GB
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Various	simulations
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CORSIKA	(Sensitive	to	I/P)
Muon	angular	distribution	(10	GeV	– 10	TeV)

• Geomagnetic	storm
• Thunderstorm

Extensive	Air	shower	(10	TeV – 10	PeV)
Multi-TeV gamma	rays

Detector	simulation	Geant4
In-house	simulation	programs

G3Sim	(P.K.	Mohanty et	al.,	Review of	Scientific	Instruments	83	(2012)	043301)
GRAPES-3	EAS
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Storage	and	computing	demands

13DHEP	Annual	Meeting	2018

Storage	target	
Experiment:	200	TB	includes

• Compressed	binary
• ROOT	files
• Processed

Simulation:	100	TB

Computing	target
Minimum	1000	job,	1	GB	RAM/job
Analysis	of	one	year	data	in	one	day
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Available	solutions
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COMERCIAL
• Expensive
• Fixed configuration
• AMC 

CUSTOM
• Inexpensive (Hardware & Software)
• Customized configuration 
• In-house maintenance, no AMC

Blue pill or Red pill ?
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Early	computer	clusters
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1st Generation	(2006)
Nodes:	 8
Jobs:	 8	X	2	=	16
RAM:	 8	X	2	GB	=	16	GB
Storage:	 12	TB

2nd Generation	(2008)
Nodes:	 34
Jobs:	 34	X	8	=	272
RAM:	 34	X	8	GB	=	272	GB
Storage:	 150	TB
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3rd generation
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Prototype-1	(2012)
Intel	Xeon	E5645	@	2.40	GHz
Jobs:	 2	X	12	=	24
RAM:	 24	GB
Storage: 40	TB

Prototype-2	(2013)
Intel	Xeon	E5-2650	@	2.00	GHz
Jobs:	 2	X	16	=	32
RAM:	 32	GB
Storage:	 60	TB
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Cluster	configuration
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Nodes:	 40
Jobs:		 40	X	32	=	1280
RAM:	 40	X	32	=	1280	GB
Storage:	 780	TB



B.	Hari	Haran,	CRL,	Ooty

Hardware	configuration
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CPU:	Intel	Xeon	E5-2650	@	2.00	GHz
MB:	Intel	server	board	DBS2600CP2
RAM:	Kingston	4	GB	DDR3	(KVR1333D3E9S/4)	
HDD:	Seagate	Constellaton 3TB	
(ST33000650NS/ST3000NM00333)	
Chassis

Primesource chassis	RM-210	with	500W	SMPS	
Primesource chassis	RM4201	with	2X1200W	SMPS	

RAID	controller:	Intel	RAID	RS2WG160
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Software	configuration
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OS:	Rocks	6.1,	CentOS	based
Sun	Grid	Engine
Glusterfs
In-house	monitoring	tools
Ganglia
CORISKA,	ROOT,	Geant4,	G3ANALYSIS,	etc..
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Cluster	assembly
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Assembled by team of 6 people
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Cluster	assembly
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Powered by 
2 X 40 kVA UPS

Installed at 
17” 42U racks
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Timeline
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Cluster-1

Cluster-2

Cluster-3
Prototype-1

Cluster-3
Prototype-2

Cluster-3
27 nodes

Cluster-3
40 nodes
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Cluster	ranking
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36th position in rocks cluster ranking
http://www.rocksclusters.org/rocks-register
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Innovative	cooling
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No	air	conditioning
Ambient	air	through	
ducts
Dust	filter
<25℃ throughout	year
3	kW	to	remove	24	kW	
heat
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Challenges	- Network	saturation
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Challenges	- Network	saturation
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Challenges	- Distributed	storage

27DHEP	Annual	Meeting	2018

A	storage	volume	grown	without	affecting	
existing	data
Distributed	over	network
Speed	
Redundancy
Scalable
Solution	for	increasing	storage	demand
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Challenges	- Distributed	storage
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Open-source
Glusterfs,	Ceph,	DRBD,	
BeeGFS,	HDFS

Users	of	glusterfs are
Pandora	(music	service)
box.net (file	sharing	
service)
NTT	(Nippon	Telegraph	
and	Telephone)
Some	universities

Various	options	
• Distributed
• Replicated
• Striped

Node 1 Node 2 Node 3 Node 4
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Challenges	- Distributed	storage

29DHEP	Annual	Meeting	2018

HDD-1

HDD-5HDD-4 HDD-6

HDD-3HDD-2

In one cluster node

HDD-1 has a minimal linux (16 GB)

So, 40(20) X 3 TB = 120(60) TB    

Remaining     5 X 3 TB = 15 TB
Soft-RAID5    4 X 3 TB = 12 TB

So, 40(20) X 12 TB = 480(240) TB    

3 TB HDDs
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Monitoring	- In-house	monitoring
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Personalities : [raid6] [raid5] [raid4]
md127 : active raid5 sde[3] sdb[0] sdf[5] 
sdc[1]      
11721060352 blocks super 1.2 level 5, 512k 
chunk, algorithm 2 [5/4] [UU_UU]

unused devices: <none>

Using only shell commands !!!
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Monitoring	- Ganglia
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At full load

Standard tool to monitor metrics
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Maintenance	&	security	
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Maintained	by	2	people
No	AMC
In	2016,	operated	with	~5%	downtime
In	2017,	operated	with	<1	%	downtime

Registered	users	from	registered	IP
Limited	number	of	logins
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Applications	- Published

33DHEP	Annual	Meeting	2018

2	million	jobs	executed
Transient	Weakening	of	Earth’s	Magnetic	Shield	
Probed	by	a	Cosmic	Ray	Burst
(P.K.	Mohanty et	al.,	Phys.	Rev.	Lett.	117,	171101	(2016))

Was	the	cosmic	ray	burst	detected	by	the	GRAPES-3	
muon	telescope	on	22	June	2015	caused	by	a	
transient	weakening	of	the	geomagnetic	field	or	by	
an	interplanetary	anisotropy?																																					
(P.K.	Mohanty et	al.,	Physical	Review	D	97,	082001	(2018))

More	than	50	trials,	each	5	hours,	few	TB
Hundreds	of	events	in	20	years	of	data
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Applications	- Ongoing
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Atmospheric	electric	field	simulations
7.4	X	1010 EAS
2	months,	40	TB

Monte-Carlo	to	estimate	chance	coincidence
1	trillion	events
1	day	

– 4	years	on	single	CPU
– 1	year	on	a	quad	core	machine
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Bonus
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Another	success	story	of	SearchEnabler
https://thetechpanda.com/2012/07/07/searchenabler-hardware-details-explained-how-they-built-their-own-data-center/
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Thanks
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Backup	Slides

37DHEP	Annual	Meeting	2018



B.	Hari	Haran,	CRL,	Ooty

Top	10

DHEP	Annual	Meeting	2018 38



B.	Hari	Haran,	CRL,	Ooty DHEP	Annual	Meeting	2018 39

doi:10.1088/1742-6596/368/1/012015 
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doi:10.1088/1742-6596/368/1/012015 
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