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Fig. 1. The Planck 2015 temperature power spectrum. At multipoles ` � 30 we show the maximum likelihood frequency averaged
temperature spectrum computed from the Plik cross-half-mission likelihood with foreground and other nuisance parameters deter-
mined from the MCMC analysis of the base ⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectrum
estimates from the Commander component-separation algorithm computed over 94% of the sky. The best-fit base ⇤CDM theoretical
spectrum fitted to the Planck TT+lowP likelihood is plotted in the upper panel. Residuals with respect to this model are shown in
the lower panel. The error bars show ±1� uncertainties.

sults to the likelihood methodology by developing several in-
dependent analysis pipelines. Some of these are described in
Planck Collaboration XI (2015). The most highly developed of
these are the CamSpec and revised Plik pipelines. For the
2015 Planck papers, the Plik pipeline was chosen as the base-
line. Column 6 of Table 1 lists the cosmological parameters for
base ⇤CDM determined from the Plik cross-half-mission like-
lihood, together with the lowP likelihood, applied to the 2015
full-mission data. The sky coverage used in this likelihood is
identical to that used for the CamSpec 2015F(CHM) likelihood.
However, the two likelihoods di↵er in the modelling of instru-
mental noise, Galactic dust, treatment of relative calibrations and
multipole limits applied to each spectrum.

As summarized in column 8 of Table 1, the Plik and
CamSpec parameters agree to within 0.2�, except for ns, which
di↵ers by nearly 0.5�. The di↵erence in ns is perhaps not sur-
prising, since this parameter is sensitive to small di↵erences in
the foreground modelling. Di↵erences in ns between Plik and
CamSpec are systematic and persist throughout the grid of ex-
tended ⇤CDM models discussed in Sect. 6. We emphasise that
the CamSpec and Plik likelihoods have been written indepen-
dently, though they are based on the same theoretical framework.
None of the conclusions in this paper (including those based on

the full “TT,TE,EE” likelihoods) would di↵er in any substantive
way had we chosen to use the CamSpec likelihood in place of
Plik. The overall shifts of parameters between the Plik 2015
likelihood and the published 2013 nominal mission parameters
are summarized in column 7 of Table 1. These shifts are within
0.71� except for the parameters ⌧ and Ase�2⌧ which are sen-
sitive to the low multipole polarization likelihood and absolute
calibration.

In summary, the Planck 2013 cosmological parameters were
pulled slightly towards lower H0 and ns by the ` ⇡ 1800 4-K line
systematic in the 217 ⇥ 217 cross-spectrum, but the net e↵ect of
this systematic is relatively small, leading to shifts of 0.5� or
less in cosmological parameters. Changes to the low level data
processing, beams, sky coverage, etc. and likelihood code also
produce shifts of typically 0.5� or less. The combined e↵ect of
these changes is to introduce parameter shifts relative to PCP13
of less than 0.71�, with the exception of ⌧ and Ase�2⌧. The main
scientific conclusions of PCP13 are therefore consistent with the
2015 Planck analysis.

Parameters for the base ⇤CDM cosmology derived from
full-mission DetSet, cross-year, or cross-half-mission spectra are
in extremely good agreement, demonstrating that residual (i.e.
uncorrected) cotemporal systematics are at low levels. This is
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Table 4. Parameter 68 % confidence limits for the base ⇤CDM model from Planck CMB power spectra, in combination with
lensing reconstruction (“lensing”) and external data (“ext,” BAO+JLA+H0). Nuisance parameters are not listed for brevity (they
can be found in the Planck Legacy Archive tables), but the last three parameters give a summary measure of the total foreground
amplitude (in µK2) at ` = 2000 for the three high-` temperature spectra used by the likelihood. In all cases the helium mass fraction
used is predicted by BBN (posterior mean YP ⇡ 0.2453, with theoretical uncertainties in the BBN predictions dominating over the
Planck error on ⌦bh2).

TT+lowP TT+lowP+lensing TT+lowP+lensing+ext TT,TE,EE+lowP TT,TE,EE+lowP+lensing TT,TE,EE+lowP+lensing+ext
Parameter 68 % limits 68 % limits 68 % limits 68 % limits 68 % limits 68 % limits

⌦bh2 . . . . . . . . . . . 0.02222 ± 0.00023 0.02226 ± 0.00023 0.02227 ± 0.00020 0.02225 ± 0.00016 0.02226 ± 0.00016 0.02230 ± 0.00014

⌦ch2 . . . . . . . . . . . 0.1197 ± 0.0022 0.1186 ± 0.0020 0.1184 ± 0.0012 0.1198 ± 0.0015 0.1193 ± 0.0014 0.1188 ± 0.0010

100✓MC . . . . . . . . . 1.04085 ± 0.00047 1.04103 ± 0.00046 1.04106 ± 0.00041 1.04077 ± 0.00032 1.04087 ± 0.00032 1.04093 ± 0.00030

⌧ . . . . . . . . . . . . . 0.078 ± 0.019 0.066 ± 0.016 0.067 ± 0.013 0.079 ± 0.017 0.063 ± 0.014 0.066 ± 0.012

ln(1010As) . . . . . . . . 3.089 ± 0.036 3.062 ± 0.029 3.064 ± 0.024 3.094 ± 0.034 3.059 ± 0.025 3.064 ± 0.023

ns . . . . . . . . . . . . 0.9655 ± 0.0062 0.9677 ± 0.0060 0.9681 ± 0.0044 0.9645 ± 0.0049 0.9653 ± 0.0048 0.9667 ± 0.0040

H0 . . . . . . . . . . . . 67.31 ± 0.96 67.81 ± 0.92 67.90 ± 0.55 67.27 ± 0.66 67.51 ± 0.64 67.74 ± 0.46

⌦⇤ . . . . . . . . . . . . 0.685 ± 0.013 0.692 ± 0.012 0.6935 ± 0.0072 0.6844 ± 0.0091 0.6879 ± 0.0087 0.6911 ± 0.0062

⌦m . . . . . . . . . . . . 0.315 ± 0.013 0.308 ± 0.012 0.3065 ± 0.0072 0.3156 ± 0.0091 0.3121 ± 0.0087 0.3089 ± 0.0062

⌦mh2 . . . . . . . . . . 0.1426 ± 0.0020 0.1415 ± 0.0019 0.1413 ± 0.0011 0.1427 ± 0.0014 0.1422 ± 0.0013 0.14170 ± 0.00097

⌦mh3 . . . . . . . . . . 0.09597 ± 0.00045 0.09591 ± 0.00045 0.09593 ± 0.00045 0.09601 ± 0.00029 0.09596 ± 0.00030 0.09598 ± 0.00029

�8 . . . . . . . . . . . . 0.829 ± 0.014 0.8149 ± 0.0093 0.8154 ± 0.0090 0.831 ± 0.013 0.8150 ± 0.0087 0.8159 ± 0.0086

�8⌦
0.5
m . . . . . . . . . . 0.466 ± 0.013 0.4521 ± 0.0088 0.4514 ± 0.0066 0.4668 ± 0.0098 0.4553 ± 0.0068 0.4535 ± 0.0059

�8⌦
0.25
m . . . . . . . . . 0.621 ± 0.013 0.6069 ± 0.0076 0.6066 ± 0.0070 0.623 ± 0.011 0.6091 ± 0.0067 0.6083 ± 0.0066

zre . . . . . . . . . . . . 9.9+1.8
�1.6 8.8+1.7

�1.4 8.9+1.3
�1.2 10.0+1.7

�1.5 8.5+1.4
�1.2 8.8+1.2

�1.1

109As . . . . . . . . . . 2.198+0.076
�0.085 2.139 ± 0.063 2.143 ± 0.051 2.207 ± 0.074 2.130 ± 0.053 2.142 ± 0.049

109Ase�2⌧ . . . . . . . . 1.880 ± 0.014 1.874 ± 0.013 1.873 ± 0.011 1.882 ± 0.012 1.878 ± 0.011 1.876 ± 0.011

Age/Gyr . . . . . . . . 13.813 ± 0.038 13.799 ± 0.038 13.796 ± 0.029 13.813 ± 0.026 13.807 ± 0.026 13.799 ± 0.021

z⇤ . . . . . . . . . . . . 1090.09 ± 0.42 1089.94 ± 0.42 1089.90 ± 0.30 1090.06 ± 0.30 1090.00 ± 0.29 1089.90 ± 0.23

r⇤ . . . . . . . . . . . . 144.61 ± 0.49 144.89 ± 0.44 144.93 ± 0.30 144.57 ± 0.32 144.71 ± 0.31 144.81 ± 0.24

100✓⇤ . . . . . . . . . . 1.04105 ± 0.00046 1.04122 ± 0.00045 1.04126 ± 0.00041 1.04096 ± 0.00032 1.04106 ± 0.00031 1.04112 ± 0.00029

zdrag . . . . . . . . . . . 1059.57 ± 0.46 1059.57 ± 0.47 1059.60 ± 0.44 1059.65 ± 0.31 1059.62 ± 0.31 1059.68 ± 0.29

rdrag . . . . . . . . . . . 147.33 ± 0.49 147.60 ± 0.43 147.63 ± 0.32 147.27 ± 0.31 147.41 ± 0.30 147.50 ± 0.24

kD . . . . . . . . . . . . 0.14050 ± 0.00052 0.14024 ± 0.00047 0.14022 ± 0.00042 0.14059 ± 0.00032 0.14044 ± 0.00032 0.14038 ± 0.00029

zeq . . . . . . . . . . . . 3393 ± 49 3365 ± 44 3361 ± 27 3395 ± 33 3382 ± 32 3371 ± 23

keq . . . . . . . . . . . . 0.01035 ± 0.00015 0.01027 ± 0.00014 0.010258 ± 0.000083 0.01036 ± 0.00010 0.010322 ± 0.000096 0.010288 ± 0.000071

100✓s,eq . . . . . . . . . 0.4502 ± 0.0047 0.4529 ± 0.0044 0.4533 ± 0.0026 0.4499 ± 0.0032 0.4512 ± 0.0031 0.4523 ± 0.0023

f 143
2000 . . . . . . . . . . . 29.9 ± 2.9 30.4 ± 2.9 30.3 ± 2.8 29.5 ± 2.7 30.2 ± 2.7 30.0 ± 2.7

f 143⇥217
2000 . . . . . . . . . 32.4 ± 2.1 32.8 ± 2.1 32.7 ± 2.0 32.2 ± 1.9 32.8 ± 1.9 32.6 ± 1.9

f 217
2000 . . . . . . . . . . . 106.0 ± 2.0 106.3 ± 2.0 106.2 ± 2.0 105.8 ± 1.9 106.2 ± 1.9 106.1 ± 1.8

Table 5. Constraints on 1-parameter extensions to the base⇤CDM model for combinations of Planck power spectra, Planck lensing,
and external data (BAO+JLA+H0, denoted “ext”). Note that we quote 95 % limits here.

Parameter TT TT+lensing TT+lensing+ext TT,TE,EE TT,TE,EE+lensing TT,TE,EE+lensing+ext

⌦K . . . . . . . . . . . . . . �0.052+0.049
�0.055 �0.005+0.016

�0.017 �0.0001+0.0054
�0.0052 �0.040+0.038

�0.041 �0.004+0.015
�0.015 0.0008+0.0040

�0.0039
⌃m⌫ [eV] . . . . . . . . . . < 0.715 < 0.675 < 0.234 < 0.492 < 0.589 < 0.194
Ne↵ . . . . . . . . . . . . . . 3.13+0.64

�0.63 3.13+0.62
�0.61 3.15+0.41

�0.40 2.99+0.41
�0.39 2.94+0.38

�0.38 3.04+0.33
�0.33

YP . . . . . . . . . . . . . . . 0.252+0.041
�0.042 0.251+0.040

�0.039 0.251+0.035
�0.036 0.250+0.026

�0.027 0.247+0.026
�0.027 0.249+0.025

�0.026
dns/d ln k . . . . . . . . . . �0.008+0.016

�0.016 �0.003+0.015
�0.015 �0.003+0.015

�0.014 �0.006+0.014
�0.014 �0.002+0.013

�0.013 �0.002+0.013
�0.013

r0.002 . . . . . . . . . . . . . < 0.103 < 0.114 < 0.114 < 0.0987 < 0.112 < 0.113
w . . . . . . . . . . . . . . . �1.54+0.62

�0.50 �1.41+0.64
�0.56 �1.006+0.085

�0.091 �1.55+0.58
�0.48 �1.42+0.62

�0.56 �1.019+0.075
�0.080
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m . . . . . . . . . 0.621 ± 0.013 0.6069 ± 0.0076 0.6066 ± 0.0070 0.623 ± 0.011 0.6091 ± 0.0067 0.6083 ± 0.0066

zre . . . . . . . . . . . . 9.9+1.8
�1.6 8.8+1.7

�1.4 8.9+1.3
�1.2 10.0+1.7

�1.5 8.5+1.4
�1.2 8.8+1.2

�1.1

109As . . . . . . . . . . 2.198+0.076
�0.085 2.139 ± 0.063 2.143 ± 0.051 2.207 ± 0.074 2.130 ± 0.053 2.142 ± 0.049

109Ase�2⌧ . . . . . . . . 1.880 ± 0.014 1.874 ± 0.013 1.873 ± 0.011 1.882 ± 0.012 1.878 ± 0.011 1.876 ± 0.011

Age/Gyr . . . . . . . . 13.813 ± 0.038 13.799 ± 0.038 13.796 ± 0.029 13.813 ± 0.026 13.807 ± 0.026 13.799 ± 0.021

z⇤ . . . . . . . . . . . . 1090.09 ± 0.42 1089.94 ± 0.42 1089.90 ± 0.30 1090.06 ± 0.30 1090.00 ± 0.29 1089.90 ± 0.23

r⇤ . . . . . . . . . . . . 144.61 ± 0.49 144.89 ± 0.44 144.93 ± 0.30 144.57 ± 0.32 144.71 ± 0.31 144.81 ± 0.24

100✓⇤ . . . . . . . . . . 1.04105 ± 0.00046 1.04122 ± 0.00045 1.04126 ± 0.00041 1.04096 ± 0.00032 1.04106 ± 0.00031 1.04112 ± 0.00029

zdrag . . . . . . . . . . . 1059.57 ± 0.46 1059.57 ± 0.47 1059.60 ± 0.44 1059.65 ± 0.31 1059.62 ± 0.31 1059.68 ± 0.29

rdrag . . . . . . . . . . . 147.33 ± 0.49 147.60 ± 0.43 147.63 ± 0.32 147.27 ± 0.31 147.41 ± 0.30 147.50 ± 0.24

kD . . . . . . . . . . . . 0.14050 ± 0.00052 0.14024 ± 0.00047 0.14022 ± 0.00042 0.14059 ± 0.00032 0.14044 ± 0.00032 0.14038 ± 0.00029

zeq . . . . . . . . . . . . 3393 ± 49 3365 ± 44 3361 ± 27 3395 ± 33 3382 ± 32 3371 ± 23

keq . . . . . . . . . . . . 0.01035 ± 0.00015 0.01027 ± 0.00014 0.010258 ± 0.000083 0.01036 ± 0.00010 0.010322 ± 0.000096 0.010288 ± 0.000071

100✓s,eq . . . . . . . . . 0.4502 ± 0.0047 0.4529 ± 0.0044 0.4533 ± 0.0026 0.4499 ± 0.0032 0.4512 ± 0.0031 0.4523 ± 0.0023

f 143
2000 . . . . . . . . . . . 29.9 ± 2.9 30.4 ± 2.9 30.3 ± 2.8 29.5 ± 2.7 30.2 ± 2.7 30.0 ± 2.7

f 143⇥217
2000 . . . . . . . . . 32.4 ± 2.1 32.8 ± 2.1 32.7 ± 2.0 32.2 ± 1.9 32.8 ± 1.9 32.6 ± 1.9

f 217
2000 . . . . . . . . . . . 106.0 ± 2.0 106.3 ± 2.0 106.2 ± 2.0 105.8 ± 1.9 106.2 ± 1.9 106.1 ± 1.8

Table 5. Constraints on 1-parameter extensions to the base⇤CDM model for combinations of Planck power spectra, Planck lensing,
and external data (BAO+JLA+H0, denoted “ext”). Note that we quote 95 % limits here.

Parameter TT TT+lensing TT+lensing+ext TT,TE,EE TT,TE,EE+lensing TT,TE,EE+lensing+ext

⌦K . . . . . . . . . . . . . . �0.052+0.049
�0.055 �0.005+0.016

�0.017 �0.0001+0.0054
�0.0052 �0.040+0.038

�0.041 �0.004+0.015
�0.015 0.0008+0.0040

�0.0039
⌃m⌫ [eV] . . . . . . . . . . < 0.715 < 0.675 < 0.234 < 0.492 < 0.589 < 0.194
Ne↵ . . . . . . . . . . . . . . 3.13+0.64

�0.63 3.13+0.62
�0.61 3.15+0.41

�0.40 2.99+0.41
�0.39 2.94+0.38

�0.38 3.04+0.33
�0.33

YP . . . . . . . . . . . . . . . 0.252+0.041
�0.042 0.251+0.040

�0.039 0.251+0.035
�0.036 0.250+0.026

�0.027 0.247+0.026
�0.027 0.249+0.025

�0.026
dns/d ln k . . . . . . . . . . �0.008+0.016

�0.016 �0.003+0.015
�0.015 �0.003+0.015

�0.014 �0.006+0.014
�0.014 �0.002+0.013

�0.013 �0.002+0.013
�0.013

r0.002 . . . . . . . . . . . . . < 0.103 < 0.114 < 0.114 < 0.0987 < 0.112 < 0.113
w . . . . . . . . . . . . . . . �1.54+0.62

�0.50 �1.41+0.64
�0.56 �1.006+0.085

�0.091 �1.55+0.58
�0.48 �1.42+0.62

�0.56 �1.019+0.075
�0.080
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Fig. 3. Frequency-averaged T E and EE spectra (without fitting for T -P leakage). The theoretical T E and EE spectra plotted in the
upper panel of each plot are computed from the Planck TT+lowP best-fit model of Fig. 1. Residuals with respect to this theoretical
model are shown in the lower panel in each plot. The error bars show ±1� errors. The green lines in the lower panels show the
best-fit temperature-to-polarization leakage model of Eqs. (11a) and (11b), fitted separately to the T E and EE spectra.
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Weak Gravitational Lensing

       Direct measure of  the distribution of mass in the 
     universe, as opposed to the distribution of light

Theory
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Weak Lensing Shear Measurement

            background galaxieslensed mass and shear distribution



Shear Measurement Problem
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Fig. 4.Decomposition of the shear field into E- and B-modes using the shear correlation function ξE/B (left), aperturemass dispersion
⟨M2

ap/⊥⟩ (middle), and ring statistics ⟨RR⟩E/B (right). Error-bars have been computed from 300 bootstrap resamples of the shear
catalogue, accounting for shape and shot noise, but not for sampling variance. The solid curves indicate model predictions for
σ8 = (0.7, 0.8). In all cases the B-mode is consistent with zero, confirming the success of our correction for instrumental effects.
For ξE/B the E/B-mode decomposition is model-dependent, where we have assumed σ8 = 0.8 for the points, while the dashed
curves have been computed for σ8 = (0.7, 0.9). The dotted curves indicate the signal if the residual ellipticity correction discussed
in App. B.6 is not applied, yielding nearly unchanged results. Note that the correlation between points is strongest for ξE/B and
weakest for ⟨RR⟩E/B .

or ⟨M2
⊥⟩(θ < 2′) = (4.0 ± 4.7) × 10−6 if only small scales are in-

cluded, consistent with no B-modes.
The cleanest E/B-mode decomposition is given by the ring

statistics (Schneider & Kilbinger 2007; Eifler et al. 2009b; see
also Fu & Kilbinger 2010), which can be computed from the
correlation function using a finite interval with non-zero lower
integration limit

⟨RR⟩E/B(Ψ) =
1
2

∫ Ψ

ηΨ

dϑ
ϑ

[

ξ+(ϑ)Z+(ϑ, η) ± ξ−(ϑ)Z−(ϑ, η)
]

, (11)

with functions Z± given in Schneider & Kilbinger (2007). We
compute ⟨RR⟩E/B using a scale-dependent integration limit η as
outlined in Eifler et al. (2009b). As can be seen from the right
panel of Fig. 4, also ⟨RR⟩B is consistent with no B-mode signal.

The non-detection of significant B-modes in our shear cat-
alogue is an important confirmation for our correction schemes
for instrumental effects and suggests that the measured signal is
truly of cosmological origin.

As a final test for shear-related systematics we compute the
correlation between corrected galaxy shear estimates γ and un-
corrected stellar ellipticities e∗

ξ
sys
tt/××(θ) =

⟨γt/×e∗t/×⟩|⟨γt/×e
∗
t/×⟩|

⟨e∗t/×e
∗
t/×⟩

, (12)

which we normalize using the stellar auto-correlation as sug-
gested by Bacon et al. (2003). As detailed in App. B.6, we em-
ploy a somewhat ad hoc residual correction for a very weak
remaining instrumental signal. We find that ξsys is indeed only
consistent with zero if this correction is applied (Fig. 5), yet
even without correction, ξsys is negligible compared to the ex-
pected cosmological signal. The negligible impact can also be
seen from the two-point statistics in Fig. 4, where the points are
computed including residual correction, while the dotted lines
indicate the measurement without it. We suspect that this resid-
ual instrumental signature could either be caused by the limited
capability of KSB+ to fully correct for a complex space-based
PSF, or a residual PSF modelling uncertainty due to the low

Fig. 5. Cross-correlation between galaxy shear estimates and un-
corrected stellar ellipticities as defined in (12). The signal is con-
sistent with zero if the residual ellipticity correction discussed in
App. B.6 is applied (circles). Even without this correction (trian-
gles) it is at a level negligible compared to the expected cosmo-
logical signal (dotted curves), except for the largest scales, where
the error-budget is anyway dominated by sampling variance.

number of stars per ACS field. In any case we have verified that
this residual correction has a negligible impact on the cosmolog-
ical parameter estimation in Sect. 6, changing our constraints on
σ8 at the 2% level, well within the statistical uncertainty.
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Fig. 12. Constraints onΩm, ΩΛ, and σ8 from our 3D weak lensing analysis of COSMOS for a general (non-flat)ΛCDM cosmology
using our default priors. The contours indicate the 68.3% and 95.4% credibility regions, where we have marginalized over the
parameters which are not shown. The non-linear blue-scale indicates the highest density region of the posterior.

where our prior excludes negative densities ΩΛ < 0. Based on
our Ωm −ΩΛ constraints, we compute the posterior PDF for the
deceleration parameter

q0 = −äa/ȧ2 = Ωm/2 − ΩΛ (22)

as shown in Fig. 13, which yields

q0 < 0 (96.0% conf.).

Relaxing our priors to h = 0.72 ± 0.08 (HST Key Project,
Freedman et al. 2001), Ωbh2 = 0.021 ± 0.001 (Big-Bang nucle-
osynthesis, Iocco et al. 2009), and ns ∈ [0.7, 1.2], weakens this
constraint only slightly to

q0 < 0 (94.3% conf., weak priors).

Employing the recent distance ladder estimate
h = 0.742 ± 0.036 (Riess et al. 2009) instead of the HST
Key Project constraint, we obtain q0 < 0 at 94.8% confidence.

Our analysis provides evidence for the accelerated expansion
of the Universe (q0 < 0) from weak gravitational lensing. While
the statistical accuracy is still relatively weak due to the limited
size of the COSMOS field, this evidence is independent of ex-
ternal constraints on Ωm and ΩΛ.

We note that the lensing data alone cannot formally exclude
a non-flat OCDM cosmology. However, the cosmological pa-
rameters inferred for such a model would be inconsistent with
various other cosmological probes10. We therefore perform our
analysis in the context of the well-established ΛCDM model,
where the lensing data provide additional evidence for cosmic
acceleration.

6.3.3. Flat wCDM cosmology

For a flat wCDM cosmology we plot our constraints on the (con-
stant) dark energy equation of state parameterw in Fig. 14, show-
10 For a lensing-only OCDM analysis the posterior peaks at
Ωm ≃ 0.1, σ8 ≃ 1.4 (close to the prior boundaries). In the comparison
with a ΛCDM analysis, the additional parameter ΩΛ causes a penalty
in the Bayesian model comparison (computed as in Kilbinger et al.
2009b). This leads to an only slightly larger evidence for the non-flat
ΛCDMmodel compared to the OCDMmodel, with an inconclusive ev-
idence ratio of 65:35. The evidence ratio becomes a “weak preference”
(77:23) if we employ a (still conservative) prior σ8 < 1. Hence, with
this prior the ΛCDM model makes the data more than 3 times more
probable than the OCDM model.
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Fig. 13. Posterior PDF for the deceleration parameter q0 as com-
puted from our constraints onΩm andΩΛ for a general (non-flat)
ΛCDM cosmology, using our default priors (solid curve), and
using weaker priors from the HST Key Project and Big-Bang nu-
cleosynthesis (dashed curve). The line at q0 = 0 separates accel-
erating (q0 < 0) and decelerating (q0 > 0) cosmologies. We find
q0 < 0 at 96.0% confidence using our default priors, or 94.3%
confidence for the weaker priors.

ing that the measurement is consistent with ΛCDM (w = −1).
From the posterior PDF we compute

w < −0.41 (90% conf.)

for the chosen prior w ∈ [−2, 0]. The exact value of this upper
limit depends on the lower bound of the prior PDF given the non-
closed credibility regions. We have chosen this prior as more
negativew would require a worrisome extrapolation for the non-
linear power spectrum corrections (Sect. 6.2). For comparison,
we repeat the analysis with a much wider prior w ∈ [−3.5, 0.5]
leading to a stronger upper limit w < −0.78 (90% conf.). While
the COSMOS data are capable to exclude very large values
w≫ −1, larger lensing data-sets will be required to obtain re-
ally competitive constraints on w.

To test the consistency of the data with ΛCDM, we com-
pare the Bayesian evidence for the flat ΛCDM and wCDM
models, which we compute in the PMC analysis as detailed
in Kilbinger et al. (2009b). Here we find completely inconclu-

Schrabback et al.  2010
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Fig. 18. Samples in the �8–⌦m plane from the H13 CFHTLenS
data (with angular cuts as discussed in the text), coloured by the
value of the Hubble parameter, compared to the joint constraints
when the lensing data are combined with BAO (blue), and BAO
with the CMB acoustic scale parameter fixed to ✓MC = 1.0408
(green). For comparison the Planck TT+lowP constraint con-
tours are shown in black. The grey band show the constraint from
Planck CMB lensing.

authors argue may be indications of the e↵ects of baryonic feed-
back in suppressing the matter power spectrum at small scales).
The large-scale properties of CFHTLenS therefore seem broadly
consistent with Planck and it is only as CFHTLenS probes
higher wavenumbers, particular in the 2D and tomographic cor-
relation function analyses (Heymans et al. 2013; Kilbinger et al.
2013; Fu et al. 2014; MacCrann et al. 2014), that apparently
strong discrepancies with Planck appear.

The situation is summarized in Fig. 18. The sample points
show parameter values in the �8–⌦m plane for the ⇤CDM base
model, computed from the Heymans et al. (2013, hereafter H13)
tomographic measurements of ⇠±. These data consist of correla-
tion function measurements in six photometric redshift bins ex-
tending over the redshift range 0.2–1.3. We use the blue galaxy
sample, since H13 find that this sample shows no evidence for
intrinsic galaxy alignments (simplifying the comparison with
theory) and we apply the “conservative” cuts of H13, intended
to reduce sensitivity to the nonlinear part of the power spec-
trum; these cuts eliminate measurements with ✓ < 30 for any
redshift combinations involving the lowest two redshift bins.
Here we have used the halofit prescription of Takahashi et al.
(2012) to model the nonlinear power spectrum, but do not in-
clude any model of baryon feedback or intrinsic alignments.
For the lensing-only constraint we also impose additional pri-
ors in a similar way to the CMB lensing analysis described
in Planck Collaboration XV (2015), i.e., Gaussian priors⌦bh2 =
0.0223 ± 0.0009 and ns = 0.96 ± 0.02, where the exact values
(chosen to span reasonable ranges given CMB data) have little
impact on the results. The sample range shown also restricts the
Hubble parameter to 0.2 < h < 1; note that when comparing
with constraint contours, the location of the contours can change
significantly depending on the H0 prior range assumed. Here we
only show lensing contours after the samples have been pro-
jected into the space allowed by the BAO data (blue contours),
or also additionally restricting to the reduced space where ✓MC

is fixed to the Planck value, which is accurately measured. The
black contours show the constraints from Planck TT+lowP.

The lensing samples just overlap with Planck, and super-
ficially one might conclude that the two data sets are con-
sistent. But the weak lensing constraints approximately define
a 1-dimensional degeneracy in the 3-dimensional ⌦m–�8–H0
space, so consistency of the Hubble parameter at each point in
the projected space must also be considered (see appendix E1
of Planck Collaboration XV 2015). Comparing the contours in
Fig. 18 (the regions where the weak lensing constraints are con-
sistent with BAO observations) the CFHTLenS data favour a
lower value of �8 than the Planck data (and much of the area
of the blue contours also has higher ⌦m). However, even with
the conservative angular cuts applied by H13, the weak lens-
ing constraints depend on the nonlinear model of the power
spectrum and on the possible influence of baryonic feedback
in reshaping the matter power spectrum at small spatial scales
(Harnois-Déraps et al. 2014; MacCrann et al. 2014). The impor-
tance of these e↵ects can be reduced by imposing even more
conservative angular cuts on ⇠±, but of course, this weakens the
statistical power of the weak lensing data. The CFHTLenS data
are not used in combination with Planck in this paper (apart
from Sects. 6.3 and 6.4.4) and, in any case, would have little
impact on most of the extended ⇤CDM constraints discussed
in Sect. 6. Weak lensing can, however, provide important con-
straints on dark energy and modified gravity. The CFHTLenS
data are therefore used in combination with Planck in the com-
panion paper (Planck Collaboration XIV 2015) which explores
several halofit prescriptions and the impact of applying more
conservative angular cuts to the H13 measurements.

5.5.3. Planck cluster counts

In 2013 we noted a possible tension between our primary CMB
constraints and those from the Planck SZ cluster counts, with the
clusters preferring lower values of �8 in the base ⇤CDM model
in some analyses (Planck Collaboration XX 2014). The compar-
ison is interesting because the cluster counts directly measure �8
at low redshift; any tension could signal the need for extensions
of the base model, such as non-minimal neutrino mass (though
see Sect. 6.4). However, limited knowledge of the scaling rela-
tion between SZ signal and mass have hampered the interpreta-
tion of this result.

With the full mission data we have created a larger cata-
logue of SZ clusters with a more accurate characterization of
its completeness (Planck Collaboration XXIV 2015). By fitting
the counts in redshift and signal-to-noise, we are able to si-
multaneously constrain the slope of the SZ signal-mass scal-
ing relation and the cosmological parameters. A major uncer-
tainty, however, remains the overall mass calibration, which
in Planck Collaboration XX (2014) we quantified with a bias
parameter, (1 � b), with a fiducial value of 0.8 and a range
0.7 < (1 � b) < 1. In the base ⇤CDM model, the primary
CMB constraints prefer a normalization below the lower end
of this range, (1 � b) ⇡ 0.6. The recent, empirical normaliza-
tion of the relation by the Weighing the Giants lensing program
(WtG; von der Linden et al. 2014) gives 0.69 ± 0.07 for the 22
clusters in common with the Planck cluster sample. This cali-
bration reduces the tension with the primary CMB constraints in
base ⇤CDM. In contrast, correlating the entire Planck 2015 SZ
cosmology sample with Planck CMB lensing gives 1/(1 � b) =
1±0.2 (Planck Collaboration XXIV 2015), toward the upper end
of the range adopted in Planck Collaboration XX (2014) (though
with a large uncertainty). An alternative lensing calibration by
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DES SV Results
DES SV: first 170 deg2, grizy, mag<24, zm~0.7, seeing~0.9’’

Jarvis et al. 2015 
Bonnet et al. 2015 
Becker et al. 2015 
DES Collab 2015

16 Becker, Troxel, MacCrann, Krause, Eifler, Friedrich, Nicola, Refregier and the DES Collab.
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Figure A2. Spherical harmonic shear power spectrum estimated
using PolSpice. The left and right panels correspond to the ng-

mix and im3shape catalogs, respectively. The top and bottom
panels show the E- and B-modes, respectively. The measurement
uncertainties are estimated using the mock catalogs. The black
solid lines show the predictions for the flat, ⇤CDM model given
above. Note that the theoretical prediction has been convolved
with the PolSpice kernels, which relate the true to measured
power spectra. The S/N values for the E-modes are computed as
outlined in Section 4.1 and the �2 values for the B-modes indi-
cate consistency with zero. The reported values take into account
correlations between the band-powers.

tion range introduce kernels which relate the power spectra
measured by PolSpice to the underlying true power spec-
tra. These kernels can be computed for a given apodization
scheme and integration range and can therefore be corrected
for when comparing measurement to theory (for details see
Chon et al. 2004). For our analysis, we pixelise the galaxy
ellipticities onto a HEALPix pixelisation of the sphere with
a resolution of Nside=1024, where each pixel covers a solid
angle of 11.8 arcmin2. In order to obtain a robust estimate
of the shear field, we need to correct for multiplicative bias
in the measured ellipticities. Since the correction factors de-
scribed in Sections 2.1 and 2.2 are noisy estimates of the
true corrections, we determine the mean sensitivity or mul-
tiplicative bias correction for our galaxy sample and apply
this mean correction to the pixelised maps. Additionally,
we apply the DES SV LSS mask (Crocce et al. in prepara-
tion) to our maps in order to restrict to regions deeper than
MAG_I_AUTO = 22.5. For the power spectrum measurement,
we limit all integrations to scales smaller than ✓max = 15 de-
grees and we apodize the correlation function with a Gaus-
sian window of ✓FWHM = 10 degrees. Finally, we compress
the power spectra into 7 band-powers with PolSpice band-
power kernels.

The noise power spectrum needs to be computed from
simulations. In order to produce noise only maps, we remove
correlations in the input maps by rotating each galaxy shear
by a random angle. We then estimate the noise power spec-
trum as the mean of the power spectra of 100 such random
realizations. This procedure yields shape noise estimates

consistent with C`,SN =
�2

✏
n
pix

where �2
✏ is the variance of

either component of the mean ellipticity per pixel and npix

is the number density of HEALPix pixels; this suggests that

the ellipticity distribution of the galaxies is non- Gaussian
and therefore the analytic estimate can only be applied after
averaging the distribution over pixels. We test the pipeline
using Gaussian field realizations and the mock catalogs.

A3 Results

Figure A1 shows the non-tomographic band-powers using
the methods of Becker & Rozo (2014), their window func-
tions as the dotted lines, and their error bars computed with
the mock catalogs as the grey bands. We find a detection
significance 6.1� and 5.7� for ngmix and im3shape, respec-
tively. These detection significances are similar to the real-
space two-point functions. Finally, the solid line shows the
expected shear power spectrum amplitude assuming the flat,
⇤CDM model given above. The dashed line shows for each
band-power the integral of the band-power window function
over the shear power spectrum.

Figure A2 shows the results for the PolSpice statistics.
We find a detection of cosmic shear of 5.1� and 5.5� for
ngmix and im3shape respectively for the PolSpice statis-
tics. Note that the PolSpice statistics do not use as many
high-` modes as the real-space band-powers or the real-space
correlation functions, so that one expects a lower detection
significance. We also find that the B-modes are statistically
consistent with zero for the PolSpice statistics.

APPENDIX B: VALIDATION OF THE MOCK
CATALOGS

In this section we present validation tests on the mock
catalogs. We first compare the shear correlation functions
measured in the mock catalogs in tomographic bins with
the theoretical expectation from the Takahashi et al. (2012)
fitting function for the matter power spectrum. The result
of this test is shown in Figure B1. We find that at high
redshift the small-scale shear correlation functions are
suppressed relative to the theoretical expectation. Note
however that this numerical e↵ect is below the scales where
the two-point functions are being used for cosmological
parameter estimation (see Table 2 of DES et al. 2015). Ad-
ditionally, we only estimate the covariance of the two-point
functions from the mock catalogs. Our covariance matrices
from the mock catalogs agree well with the halo model
computations at small-scales, indicating that the covariance
is less sensitive to these numerical e↵ects (see Sec. 5 for
a quantitative comparison). Future work may require
higher-resolution shear fields for covariance estimation.

APPENDIX C: DETAILED COVARIANCE
MATRIX VALIDATION

In this section, we present further details of the valida-
tion of the covariance matrices, including our tomographic
halo model computations and the comparison to the simu-
lations. The halo model covariance was computed with the
CosmoLike covariance module (see Eifler et al. 2014b and
Krause et al. 2015 for details).

In the halo model, the covariance of tomographic shear
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Figure 1. The measured shear correlation functions ⇠+/� for a single tomographic bin for the ngmix shape catalog (left) and im3shape

shape catalog (right). The single tomographic bin corresponds to redshift distribution shown in Figure 3, z ⇡ 0.3 � 1.3. ote that the
redshift distributions of the two catalogs are not identical, so that the shear correlation functions are not expected to match. A detailed
comparison of the two catalogs is described in Section 6.2. Negative measurements are shown as upper limits. The error bars show the
1� uncertainties from the mock catalogs with the appropriate level of shape noise for each shear pipeline. The black solid lines show the
predictions from a flat, ⇤CDM model described in Section 3 — not chosen to fit the data.
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Figure 2. The measured shear correlation functions ⇠+/� times ✓ in six angular bins and three tomographic bins for the ngmix shape
catalog (left) and im3shape shape catalog (right). The tomographic bins correspond to those shown in Figure 3, z ⇡ 0.30 � 0.55, 0.55 �
0.83, 0.83 � 1.30, and are labeled from 1 to 3, increasing with redshift. Thus, panel ‘3-2’ shows the cross-correlation between the highest
and middle redshift bins. The error bars show the 1� uncertainties from the mock catalogs with the appropriate level of shape noise for
each shear pipeline. As in Figure 1, the black solid lines show the predictions from our fiducial ⇤CDM model — not chosen to fit the
data.

c� 2015 RAS, MNRAS 000, 1–21

4 Becker, Troxel, MacCrann, Krause, Eifler, Friedrich, Nicola, Refregier and the DES Collab.

10�7

10�6

10�5

10�4

� +

IM3SHAPE

101 102

� [arcmin]

10�7

10�6

10�5

10�4
� �

Figure 1. The measured shear correlation functions ⇠+/� for a single tomographic bin for the ngmix shape catalog (left) and im3shape

shape catalog (right). The single tomographic bin corresponds to redshift distribution shown in Figure 3, z ⇡ 0.3 � 1.3. ote that the
redshift distributions of the two catalogs are not identical, so that the shear correlation functions are not expected to match. A detailed
comparison of the two catalogs is described in Section 6.2. Negative measurements are shown as upper limits. The error bars show the
1� uncertainties from the mock catalogs with the appropriate level of shape noise for each shear pipeline. The black solid lines show the
predictions from a flat, ⇤CDM model described in Section 3 — not chosen to fit the data.

Figure 2. The measured shear correlation functions ⇠+/� times ✓ in six angular bins and three tomographic bins for the ngmix shape
catalog (left) and im3shape shape catalog (right). The tomographic bins correspond to those shown in Figure 3, z ⇡ 0.30 � 0.55, 0.55 �
0.83, 0.83 � 1.30, and are labeled from 1 to 3, increasing with redshift. Thus, panel ‘3-2’ shows the cross-correlation between the highest
and middle redshift bins. The error bars show the 1� uncertainties from the mock catalogs with the appropriate level of shape noise for
each shear pipeline. As in Figure 1, the black solid lines show the predictions from our fiducial ⇤CDM model — not chosen to fit the
data.
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the inclusion of the AGN model causes an increase in S8

of 20% of our error bar (compare the “Without small-scale
cuts” line in Table 1 with the “OWLS AGN P (k) w/o small-
scale cuts” line). (However, with our fiducial cuts to small
scales the increase is only 13% of our error bar (compare the
“OWLS AGN P (k)” line in Table 1 with the Fiducial line).
We note that although the contours in Figure 9 do appear to
tighten slightly along the degeneracy direction when includ-
ing small scales, the errorbar on S8 increases slightly. This
could be due to the theoretical model being a poor fit at
small scales, or the noisiness of the covariance matrix. ) To
take advantage of the small scale information in future weak
lensing analyses, more advanced methods of accounting for
baryonic e↵ects will be required. Eifler et al. (2014a) pro-
pose a PCA marginalisation approach that uses information
from a range of hydrodynamic simulations, while Zentner
et al. (2013b) and Mead et al. (2015) propose modified halo
model approaches to modelling baryonic e↵ects. Even with
more advanced approaches to baryonic e↵ects, future cosmic
shear studies will have to overcome other systematics that
a↵ect small angular scales, such as the shape measurement
selection biases explored in Hartlap et al. (2011).

6 OTHER DATA

In this Section we compare the DES SV cosmic shear con-
straints with other recent cosmological data. We first com-
pare our results to those from CFHTLenS. We then com-
pare and combine with the Cosmic Microwave Background
(CMB) constraints from Planck (Planck XIII 2015), primar-
ily using the TT + low P dataset throughout (which we refer
to simply as “Planck” in most figures). We also compare to
another Planck data combination which used high-` TT, TE
and EE data and low-` P data.

Planck also measured gravitational lensing of the CMB,
which probes a very similar quantity to cosmic shear, but
weighted to higher redshifts (z ⇠ 2); we refer to this as
“Planck lensing” when comparing constraints. We discuss
additional datasets and present constraints on the dark
energy equation of state. See Planck Collaboration et al.
(2015c) and Lahav & Liddle (2014) for a broad review of
current cosmological constraints.

6.1 Comparisons

A comparison of DES SV constraints to those from other
observables is shown in Figure 10. The observables shown are
described below. Constraints on S8 from these comparisons
are also shown in Table 1 and Figure 3.

6.1.1 Other lensing data

CFHTLenS remains the most powerful current cosmic shear
survey, with 154 square degrees of data in the u, g, r, i, and
z bands. Table 1 summarises the constraints from the non-
tomographic analysis of K13 and the tomographic analysis
of H13 that we have computed using the same parameter
estimation pipeline as the DES SV data (starting from the
published correlation functions and covariance matrices).

We investigate the e↵ect of the scale cuts used for the

Figure 10. Joint constraints from a selection of recent datasets
on the total matter density ⌦m and amplitude of matter
fluctuations �8. From highest layer to lowest layer: Planck
TT+lowP(red); X-ray cluster mass counts (Mantz et al. 2015,
white/grey shading); DES SV (purple); CFHTLenS (H13, or-
ange); Planck CMB lensing (yellow); CMASS f�8 (Chuang et al.
2013, green).

CFHTLenS analysis so that we can make a more fair com-
parison to DES SV. In Table 1 and Fig 3 we show constraints
using scale cuts that were used in both C13 and K13 to test
the robustness of the results, labelled “original conservative
scales”. (H13 exclude angles < 30 for redshift bin combina-
tions involving the lowest two redshift bins from ⇠+, and
excluding angles < 300 for bin combinations involving the
lowest four redshift bins, and angles < 160 for bin combina-
tions involving the highest two redshift bins from ⇠�. K13
exclude angles < 170 from ⇠+ and < 530 from ⇠�.) Finally,
we show the CFHTLenS results using minimum scales se-
lected using the approach described in Section 4.2, which
we refer to as “modified conservative scales” in Table 1 and
Fig 3.

We show constraints from H13, with our scale cuts, on
(⌦m,�8) as orange contours in Figure 10. Our cosmologi-
cal constraints are consistent with H13, but have a higher
amplitude and larger uncertainties.

The values in Table 1 show that our prescription for
selecting which scales to use gives similar results to the pre-
scription in H13 (compare the “CFHTLenS (H13) original
conservative scales” line to the “CFHTLenS (H13) modified
conservative scales” line). The K13 results show some sen-
sitivity to switching from using all scales to cutting small
scales (possibly because of the apparent lack of power in the
large scale points that K13 used but H13 did not), with
a lower amplitude preferred when excluding small scales
(though see also Kitching et al. (2014) which prefers higher
amplitudes). The uncertainties increase by ⇠ 50% for the
“modified conservative scales” case (✓min(⇠+) = 3.50 and
✓min(⇠�) = 280) compared to using all scales.

The most comparable lines in Table 1 show that our
tomographic uncertainties are ⇠ 20% larger than those
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Figure 11. Non-tomographic DES SV (blue circles), CFHTLenS
K13 (orange squares) and Planck (red) data points projected
onto the matter power spectrum (black line). This projection is
cosmology-dependent and assumes the Planck best fit cosmology
in ⇤CDM. The Planck error bars change size abruptly because
the C`s are binned in larger ` bins above ` = 50.

of the point is the median of the window function of the
P (k) integral used to predict the observable (⇠+ or C`). The
height of the point is given by the ratio of the observed to
predicted observable, multiplied by the theory power spec-
trum at that wavenumber. For simplicity we use the no-
tomography results from each of DES SV and CFHTLenS
(K13). The results are therefore cosmology dependent, and
we use the Planck best fit cosmology for the version shown
here. The CFHTLenS results are below the Planck best fit
at almost all scales (see also discussion in MacCrann et al.
2014). The DES results agree relatively well with Planck up
to the maximum wavenumber probed by Planck, and then
drop towards the CFHTLenS results.

6.2 Dark Energy

The DES SV data is only 3% of the total area of the full
DES survey, so we do not expect to be able to significantly
constrain dark energy with this data. Nonetheless, we have
recomputed the fiducial DES SV constraints for the second
simplest dark energy model, wCDM, which has a free (but
constant with redshift) equation of state parameter w, in
addition to the other cosmological and fiducial nuisance pa-
rameters (see Section 3). The purple contours in Figure 12
show constraints on w versus the main cosmic shear param-
eter S8; we find DES SV has a slight preference for lower
values of w, with w < �0.68 at 95% confidence. There is a
small positive correlation between w and S8, but our con-
straints on S8 are generally robust to variation in w.

The Planck constraints (the red contours in Figure 12)
agree well with the DES SV constraints: combining DES SV
with Planck gives negligibly di↵erent results to Planck alone.
This is also the case when combining with the Planck+ext
results shown in grey. Planck Collaboration et al. (2015b)

Figure 12. Constraints on the dark energy equation of state w
and S8 ⌘ �8(⌦m/0.3)0.5, from DES SV (purple), Planck (red),
CFHTLenS (orange), and Planck+ext (grey). DES SV is consis-
tent with Planck at w = �1. The constraints on S8 from DES SV
alone are also generally robust to variation in w.

discuss that while Planck CMB temperature data alone do
not strongly constrain w, they do appear to show close to a
2� preference for w < �1. However, they attribute it partly
to a parameter volume e↵ect, and note that the values of
other cosmological parameters in much of the w < �1 region
are ruled out by other datasets (such as those used in the
‘ext’ combination).

Planck CMB data combined with CFHTLenS also show
a preference for w < �1 (Planck Collaboration et al. 2015b).
The CFHTLenS constraints (orange contours) in Figure 12
show a similar degeneracy direction to the DES SV results,
although with a preference for slightly higher values of w
and lower S8. The tension between Planck and CFHTLenS
in ⇤CDM is visible at w = �1, and interestingly, is not fully
resolved at any value of w in Figure 12. This casts doubt on
the validity of combining the two datasets in wCDM.

7 CONCLUSIONS

We have presented the first constraints on cosmology from
the Dark Energy Survey. Using 139 square degrees of Science
Verification data we have constrained the matter density of
the Universe ⌦m and the amplitude of fluctuations �8, and
find that the tightest constraints are placed on the degener-
ate combination S8 ⌘ �8(⌦m/0.3)0.5, which we measure to
7% accuracy to be S8 = 0.81± 0.06.

DES SV alone places weak constraints on the dark
energy equation of state: w < �0.68 (95%). These do
not significantly change constraints on w compared to
Planck alone, and the cosmological constant remains within
marginalised DES SV+Planck contours.

The state of the art in cosmic shear, CFHTLenS, gives
rise to some tension when compared with the most powerful
dataset in cosmology, Planck (Planck Collaboration et al.
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Planck at the expected level. In Sect. 3.3, we cross-correlate the
reconstructed lensing potential with the large-angle temperature
anisotropies to measure the CT�

L correlation sourced by the ISW
e↵ect. Finally, the power spectrum of the lensing potential is pre-
sented in Sect. 3.4. We use the associated likelihood alone, and
in combination with that constructed from the Planck temper-
ature and polarization power spectra (Planck Collaboration XI
2015), to constrain cosmological parameters in Sect. 3.5.

3.1. Lensing potential

In Fig. 2 we plot the Wiener-filtered minimum-variance lensing
estimate, given by

�̂WF
LM =

C��, fid
L

C��, fid
L + N��L

�̂MV
LM , (5)

where C��, fid
L is the lensing potential power spectrum in our fidu-

cial model and N��L is the noise power spectrum of the recon-
struction. As we shall discuss in Sect. 4.5, the lensing potential
estimate is unstable for L < 8, and so we have excluded those
modes for all analyses in this paper, as well as in the MV lensing
map.

As a visual illustration of the signal-to-noise level in the lens-
ing potential estimate, in Fig. 3 we plot a simulation of the MV
reconstruction, as well as the input � realization used. The re-
construction and input are clearly correlated, although the recon-
struction has considerable additional power due to noise. As can
be seen in Fig. 1, even the MV reconstruction only has S/N ⇡ 1
for a few modes around L ⇡ 50.

The MV lensing estimate in Fig. 2 forms the basis for a
public lensing map that we provide to the community (Planck
Collaboration I 2015). The raw lensing potential estimate has a
very red power spectrum, with most of its power on large angular
scales. This can cause leakage issues when cutting the map (for
example to cross-correlate with an additional mass tracer over a
small portion of the sky). The lensing convergence  defined by

LM =
L(L + 1)

2
�LM , (6)

has a much whiter power spectrum, particularly on large angular
scales. The reconstruction noise on  is approximately white as
well (Bucher et al. 2012). For this reason, we provide a map
of the estimated lensing convergence  rather than the lensing
potential �.

3.2. Lensing B-mode power spectrum

The odd-parity B-mode component of the CMB polarization is
of great importance for early-universe cosmology. At first order
in perturbation theory it is not sourced by the scalar fluctuations
that dominate the temperature and polarization anisotropies, and
so the observation of primordial B-modes can be used as a
uniquely powerful probe of tensor (gravitational wave) or vec-
tor perturbations in the early Universe. A detection of B-mode
fluctuations on degree angular scales, where the signal from
gravitational waves is expected to peak, has recently been re-
ported at 150 GHz by the BICEP2 collaboration (Ade et al.
2014). Following the joint analysis of BICEP2 and Keck Array
data (also at 150 GHz) and the Planck polarization data, primar-
ily at 353 GHz (BICEP2/Keck Array and Planck Collaborations
2015), it is now understood that the B-mode signal detected
by BICEP2 is dominated by Galactic dust emission. The joint

�̂WF (Data)

Fig. 2 Lensing potential estimated from the SMICA full-mission
CMB maps using the MV estimator. The power spectrum of
this map forms the basis of our lensing likelihood. The estimate
has been Wiener filtered following Eq. (5), and band-limited to
8  L  2048.

�̂WF (Sim.)

Input � (Sim.)

Fig. 3 Simulation of a Wiener-filtered MV lensing reconstruc-
tion (upper) and the input � realization (lower), filtered in the
same way as the MV lensing estimate. The reconstruction and
input are clearly correlated, although the reconstruction has con-
siderable additional power due to noise.

analysis gives no statistically-significant evidence for primor-
dial gravitational waves, and establishes a 95 % upper limit
r0.05 < 0.12. This still represents an important milestone for
B-mode measurements, since the direct constraint from the B-
mode power spectrum is now as constraining as indirect, and
model-dependent, constraints from the TT spectrum (Planck
Collaboration XIII 2015).

In addition to primordial sources, the e↵ect of gravitational
lensing also generates B-mode polarization. The displacement of
lensing mixes E-mode polarization into B-mode as (Smith et al.
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Fig. 6 Planck 2015 full-mission MV lensing potential power spectrum measurement, as well as earlier measurements using the
Planck 2013 nominal-mission temperature data (Planck Collaboration XVII 2014), the South Pole Telescope (SPT, van Engelen
et al. 2012), and the Atacama Cosmology Telescope (ACT, Das et al. 2014). The fiducial ⇤CDM theory power spectrum based on
the parameters given in Sect. 2 is plotted as the black solid line.

In addition to the priors above, we adopt the same sampling
priors and methodology as Planck Collaboration XIII (2015),†
using CosmoMC and camb for sampling and theoretical predic-
tions (Lewis & Bridle 2002; Lewis et al. 2000). In the ⇤CDM
model, as well as ⌦bh2 and ns, we sample As, ⌦ch2, and the
(approximate) acoustic-scale parameter ✓MC. Alternatively, we
can think of our lensing-only results as constraining the sub-
space of ⌦m, H0, and �8. Figure 7 shows the corresponding
constraints from CMB lensing, along with tighter constraints
from combining with additional external baryon acoustic oscil-
lation (BAO) data, compared to the constraints from the Planck
CMB power spectra. The contours overlap in a region of accept-
able Hubble constant values, and hence are compatible. To show
the multi-dimensional overlap region more clearly, the red con-
tours show the lensing constraint when restricted to a reduced-
dimensionality space with ✓MC fixed to the value accurately mea-
sured by the CMB power spectra; the intersection of the red and
black contours gives a clearer visual indication of the consis-
tency region in the ⌦m–�8 plane.

The lensing-only constraint defines a band in the ⌦m–�8
plane, with the well-constrained direction corresponding ap-
proximately to the constraint

�8⌦
0.25
m = 0.591 ± 0.021 (lensing only; 68 %). (13)

This parameter combination is measured with approximately
3.5% precision.

The dependence of the lensing potential power spectrum on
the parameters of the ⇤CDM model is discussed in detail in
† For example, we split the neutrino component into approximately

two massless neutrinos and one with
P

m⌫ = 0.06 eV, by default.

Appendix E; see also Pan et al. (2014). Here, we aim to use
simple physical arguments to understand the parameter degen-
eracies of the lensing-only constraints. In the flat ⇤CDM model,
the bulk of the lensing signal comes from high redshift (z > 0.5)
where the Universe is mostly matter-dominated (so potentials are
nearly constant), and from lenses that are still nearly linear. For
fixed CMB (monopole) temperature, baryon density, and ns, in
the ⇤CDM model the broad shape of the matter power spectrum
is determined mostly by one parameter, keq ⌘ aeqHeq / ⌦mh2.
The matter power spectrum also scales with the primordial am-
plitude As; keeping As fixed, but increasing keq, means that the
entire spectrum shifts sideways so that lenses of the same typ-
ical potential depth  lens become smaller. Theoretical ⇤CDM
models that keep `eq ⌘ keq �⇤ fixed will therefore have the same
number (proportional to keq �⇤) of lenses of each depth along
the line of sight, and distant lenses of the same depth will also
maintain the same angular correlation on the sky, so that the
shape of the spectrum remains roughly constant. There is there-
fore a shape and amplitude degeneracy where `eq ⇡ constant,
As ⇡ constant, up to corrections from sub-dominant changes in
the detailed lensing geometry, changes from late-time potential
decay once dark energy becomes important, and nonlinear ef-
fects. In terms of standard ⇤CDM parameters around the best-fit
model, `eq / ⌦0.6

m h, with the power-law dependence on ⌦m only
varying slowly with ⌦m; the constraint `eq / ⌦0.6

m h = constant
defines the main dependence of H0 on ⌦m seen in Fig. 7.

The argument above for the parameter dependence of the
lensing power spectrum ignores the e↵ect of baryon suppres-
sion on the small-scale amplitude of the matter power spectrum
(e.g., Eisenstein & Hu 1998). As discussed in Appendix E, this
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Integrated Probes
2

for galaxy clustering we use photometric data from the
8th data release of the Sloan Digital Sky Survey (SDSS
DR 8) [9] and the weak lensing shear data comes from
SDSS Stripe 82 [10]. We combine these probes into a
common framework at the map level by creating pro-
jected 2-dimensional maps of CMB temperature, galaxy
overdensity and the weak lensing shear field. In or-
der to jointly analyse this set of maps we consider the
spherical harmonic power spectra of the probes includ-
ing their cross-correlations. This leads to a spherical har-
monic power spectrum matrix that combines CMB tem-
perature anisotropies, galaxy clustering, cosmic shear,
galaxy-galaxy lensing and the ISW [11] e↵ect with galaxy
and weak lensing shear tracers. We combine this power
spectrum matrix together with the full Gaussian covari-
ance matrix and derive constraints on the parameters
of the ⇤CDM cosmological model, marginalising over a
constant linear galaxy bias and a parameter accounting
for possible multiplicative bias in the weak lensing shear
measurement. In this first implementation, we use some
conservative and simplifying assumptions. For instance
we include a limited range of angular scales for the di↵er-
ent probes to reduce our sensitivity to systematics, nui-
sance parameters and nonlinear corrections. With this,
we work under the assumption of Gaussian covariance
matrices and with a reduced set of nuisance parameters.

This paper is organised as follows. In Section II we de-
scribe the framework for integrated probe combination
employed in this work. The theoretical modelling of the
cosmological observables is summarised in Section III.
Section IV describes the data analysis for each probe,
especially the map-making procedure. The computation
of the spherical harmonic auto- and cross-power spectra
is discussed in Section V and the estimation of the co-
variance matrix is detailed in Section VI. In Section VII
we present the cosmological constraints derived from the
joint analysis and we conclude in Section VIII. More de-
tailed descriptions of data analysis as well as robustness
tests are deferred to the Appendix.

II. FRAMEWORK

The framework for integrated probe combination em-
ployed in this work is illustrated in Fig. 1. In a first step
we collect data for di↵erent cosmological probes as taken
by either separate surveys or by the same survey. For our
first implementation described below we use cosmological
data from the CMB temperature anisotropies, the galaxy
overdensity field and the weak lensing shear field. After
data collection, we perform probe specific data analysis
which involves data selection and systematics removal.
We then homogenise the data format by creating pro-
jected 2-dimensional maps for all probes considered. The
common data format allows us to combine the cosmolog-
ical probes into a common framework at the map level.
We compute both the spherical harmonic auto- and cross-
power spectra of this set of maps and combine them into

M3

Data

Cij
`

Power 

Spectra

Maps

M1 M2 M3

Ωm

ΩΛ

h

σ8

TheoryCov[Cij
` , Ci0j0

`0 ] P(M|D)

FIG. 1. Synopsis of the framework for integrated probe com-
bination employed in this work.

the spherical harmonic power spectrum matrix Cij
` . This

matrix captures the cosmological information contained
in the two-point statistics of the maps. In a last step we
compute the power spectrum covariance matrix and com-
bine it with theoretical predictions to derive constraints
on cosmological parameters from a joint fit to the mea-
sured spherical harmonic power spectra. The details of
the implementation for CMB temperature anisotropies,
galaxy overdensities and weak lensing are described be-
low.

III. THEORETICAL PREDICTIONS

The statistical properties of both galaxy overdensity
�g and weak lensing shear �, as well as their cross-
correlation can be measured from their spherical har-
monic power spectra. These generally take the form of
weighted integrals of the nonlinear matter power spec-
trum P nl

��(k, z) multiplied with spherical Bessel functions
j`(k�(z)). Their computation is time-consuming and we
therefore resort to the the Limber approximation [12–14]
to speed up calculations. This is a valid approximation
for small angular scales, typically ` > O(10), and broad

Nicola, Refregier & Amara, 2016a,b

Probe Combination: 
Usually done at last stage of 
analysis by combining likelihoods
assuming they are independent

Integrated Approach:
Combine probes at early stage in 
common framework at the map 
level
Takes full account of correlation 
between probes
Provides test of systematics and of 
model



Implementation
Nicola, Refregier & Amara, 2016a,b

5

120� 60� 0� �60� �120�

�60�

�30�

0�

30�

60�

|�̂| [1]
0.0003

0.1000

120� 60� 0� �60� �120�

�60�

�30�

0�

30�

60�

�g [1]
�1

10

55.5 53.0 50.5
l

�36.0

�33.5

�31.0

b

120� 60� 0� �60� �120�

�60�

�30�

0�

30�

60�

�T [K]
�4.5

4.5⇥10�4

55.5 53.0 50.5
l

�36.0

�33.5

�31.0

b

55.5 53.0 50.5
l

�36.0

�33.5

�31.0

b

CMB temperature

Galaxy density

Weak lensing

FIG. 2. Summary of the three maps in Galactic coordinates used in this analysis. The all-sky maps are in Mollweide projection
while the zoom-in versions are in Gnomonic projection. The HMHS map of CMB temperature anisotropies as derived using
Commander is shown in the top panel. It is masked using the UT78 mask. The middle panel shows the systematics-corrected (see
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be expressed as the single-plane limit of the weak lensing
shear window function. We therefore have

W
CMB (�(z)) =

3

2

⌦mH2
0

c2

�(z)

a

�(z⇤) � �(z)

�(z⇤)
, (3)

where ⌦m is the fractional matter density today and a is
the scale factor. In our calculations we set z⇤ = 1090.

The power spectra involving CMB temperature
anisotropies can also be related to the primordial den-
sity fluctuations. The expression for the CMB temper-
ature power spectrum is given in Paper I. The observed
CMB temperature anisotropies are further correlated to
tracers of the LSS. For the galaxy overdensity and weak
lensing shear this cross-correlation is mainly due to the

integrated Sachs-Wolfe (ISW) [39] e↵ect and the result-
ing cross-power spectra are given in Paper I. The cross-
correlation between the CMB temperature anisotropies
and the CMB lensing convergence is dominated by the
ISW but receives further contributions from Doppler ef-
fects arising from bulk velocities of electrons scatter-
ing the CMB photons and from the Sunyaev-Zel’dovich
(SZ) [40] e↵ect (for a description of these e↵ects see e.g.
Refs. [41, 42]). The cross-correlation due to the SZ ef-
fect is not observable using the foreground-reduced CMB
temperature anisotropy maps from Ref. [13] but the re-
maining e↵ects are observable. The cross-power spec-
trum between CMB temperature anisotropies and CMB

Planck 2015

5

120� 60� 0� �60� �120�

�60�

�30�

0�

30�

60�

|�̂| [1]
0.0003

0.1000

120� 60� 0� �60� �120�

�60�

�30�

0�

30�

60�

�g [1]
�1

10

55.5 53.0 50.5
l

�36.0

�33.5

�31.0

b

120� 60� 0� �60� �120�

�60�

�30�

0�

30�

60�

�T [K]
�4.5

4.5⇥10�4

55.5 53.0 50.5
l

�36.0

�33.5

�31.0

b

55.5 53.0 50.5
l

�36.0

�33.5

�31.0

b

CMB temperature

Galaxy density

Weak lensing

FIG. 2. Summary of the three maps in Galactic coordinates used in this analysis. The all-sky maps are in Mollweide projection
while the zoom-in versions are in Gnomonic projection. The HMHS map of CMB temperature anisotropies as derived using
Commander is shown in the top panel. It is masked using the UT78 mask. The middle panel shows the systematics-corrected (see
text) galaxy overdensity map for CMASS1-4 galaxies. Grey areas have been masked either because they lie outside the survey
footprint or are potentially contaminated by systematics. The lower panel shows the map of the SDSS Stripe 82 shear modulus
|�̂|. Grey areas have been masked because they are either unobserved or do not contain galaxies for shear measurement. The
zoom-in figures (left) are enlarged versions of the 5 ⇥ 5 deg2 region centred on (l, b) = (53°,�33.5°) shown in the maps. The
zoom-in for the galaxy shear map is overlaid with a whisker plot of the galaxy shears. All three maps have resolution NSIDE

= 1024.

SDSS Stripe 82

5

120� 60� 0� �60� �120�

�60�

�30�

0�

30�

60�

|�̂| [1]
0.0003

0.1000

120� 60� 0� �60� �120�

�60�

�30�

0�

30�

60�

�g [1]
�1

10

55.5 53.0 50.5
l

�36.0

�33.5

�31.0

b

120� 60� 0� �60� �120�

�60�

�30�

0�

30�

60�

�T [K]
�4.5

4.5⇥10�4

55.5 53.0 50.5
l

�36.0

�33.5

�31.0

b

55.5 53.0 50.5
l

�36.0

�33.5

�31.0

b

CMB temperature

Galaxy density

Weak lensing

FIG. 2. Summary of the three maps in Galactic coordinates used in this analysis. The all-sky maps are in Mollweide projection
while the zoom-in versions are in Gnomonic projection. The HMHS map of CMB temperature anisotropies as derived using
Commander is shown in the top panel. It is masked using the UT78 mask. The middle panel shows the systematics-corrected (see
text) galaxy overdensity map for CMASS1-4 galaxies. Grey areas have been masked either because they lie outside the survey
footprint or are potentially contaminated by systematics. The lower panel shows the map of the SDSS Stripe 82 shear modulus
|�̂|. Grey areas have been masked because they are either unobserved or do not contain galaxies for shear measurement. The
zoom-in figures (left) are enlarged versions of the 5 ⇥ 5 deg2 region centred on (l, b) = (53°,�33.5°) shown in the maps. The
zoom-in for the galaxy shear map is overlaid with a whisker plot of the galaxy shears. All three maps have resolution NSIDE

= 1024.

SDSS DR8

4

Planck temp. Planck lensing SDSS DR8 SDSS Stripe 82 DES SV

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
z

32

34

36

38

40

42

44

46

µ
(z

)

60 65 70 75 80
H0

0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

p(
H

0
)
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fraction of sky fsky = 0.67 and is shown in Fig. 2.

C. Type Ia supernovae

We complement the LSS data with geometrical con-
straints on the homogeneous Universe from the distance-
redshift relation measured from Type Ia supernovae. We
use data from the JLA [7], which is a compilation of 740
SNe Ia comprising data from SDSS-II [27–31], the Su-
pernova Legacy Survey (SNLS) [32, 33], the HST [34, 35]
and several low-redshift experiments [7].4 The JLA data
consist of SNe Ia light curve parameters which can be
used to calculate observed distance moduli.

D. Hubble parameter

We also add a local H0 measurement from HST [8]
to our analysis. We use the Hubble parameter esti-
mate by Ref. [9], which is a revision of the measure-
ment presented in Ref. [8]. Both measurements are de-
rived from Cepheid-calibrated SNe Ia distance moduli
but the former uses a revised distance to the anchor
NGC 4258 [17] to calibrate the Cepheid distances. This
analysis constrains the Hubble parameter to be given by

4
The data can be found at:

http : //supernovae.in2p3.fr/sdss snls jla/ReadMe.html.

H0 = 70.6 ± 3.3 km s�1 Mpc�1, where the uncertainties
are 1� and assumed to be Gaussian.

IV. MODEL PREDICTIONS

The auto- and cross-correlations of the CMB and LSS
cosmological probes can be computed theoretically from
the primordial power spectrum. In order to compute the
power spectra of the cosmological fields �g, � and CMB

we employ the Limber approximation [36–38] as in Paper
I. We further assume a flat cosmological model, i.e. ⌦k =
0. With these approximations the spherical harmonic
power spectrum Cij

` between cosmological probes i, j 2
[�g, �, CMB] at angular multipole ` can be expressed as

Cij
` =

Z
dz

c

H(z)

W i (�(z))W j (�(z))

�2(z)

⇥ P nl
��

✓
k =

` + 1/2

�(z)
, z

◆
, (2)

where H(z) is the Hubble parameter, �(z) the comoving
distance and c denotes the speed of light. Furthermore,
P nl

�� (k, z) denotes the nonlinear matter power spectrum
at redshift z and wave vector k and W i0 (�(z)) is the
window function for probe i0.

The window functions for �g and � are given in Paper
I. Since the CMB lensing convergence is approximately
sourced by a single-lens plane located at the last scat-
tering surface with redshift z⇤ its window function can
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fraction of sky fsky = 0.67 and is shown in Fig. 2.

C. Type Ia supernovae

We complement the LSS data with geometrical con-
straints on the homogeneous Universe from the distance-
redshift relation measured from Type Ia supernovae. We
use data from the JLA [7], which is a compilation of 740
SNe Ia comprising data from SDSS-II [27–31], the Su-
pernova Legacy Survey (SNLS) [32, 33], the HST [34, 35]
and several low-redshift experiments [7].4 The JLA data
consist of SNe Ia light curve parameters which can be
used to calculate observed distance moduli.

D. Hubble parameter

We also add a local H0 measurement from HST [8]
to our analysis. We use the Hubble parameter esti-
mate by Ref. [9], which is a revision of the measure-
ment presented in Ref. [8]. Both measurements are de-
rived from Cepheid-calibrated SNe Ia distance moduli
but the former uses a revised distance to the anchor
NGC 4258 [17] to calibrate the Cepheid distances. This
analysis constrains the Hubble parameter to be given by

4
The data can be found at:

http : //supernovae.in2p3.fr/sdss snls jla/ReadMe.html.

H0 = 70.6 ± 3.3 km s�1 Mpc�1, where the uncertainties
are 1� and assumed to be Gaussian.

IV. MODEL PREDICTIONS

The auto- and cross-correlations of the CMB and LSS
cosmological probes can be computed theoretically from
the primordial power spectrum. In order to compute the
power spectra of the cosmological fields �g, � and CMB

we employ the Limber approximation [36–38] as in Paper
I. We further assume a flat cosmological model, i.e. ⌦k =
0. With these approximations the spherical harmonic
power spectrum Cij

` between cosmological probes i, j 2
[�g, �, CMB] at angular multipole ` can be expressed as

Cij
` =

Z
dz

c

H(z)

W i (�(z))W j (�(z))

�2(z)

⇥ P nl
��

✓
k =

` + 1/2

�(z)
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, (2)

where H(z) is the Hubble parameter, �(z) the comoving
distance and c denotes the speed of light. Furthermore,
P nl

�� (k, z) denotes the nonlinear matter power spectrum
at redshift z and wave vector k and W i0 (�(z)) is the
window function for probe i0.

The window functions for �g and � are given in Paper
I. Since the CMB lensing convergence is approximately
sourced by a single-lens plane located at the last scat-
tering surface with redshift z⇤ its window function can
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FIG. 2. New maps used in this analysis in addition to the CMB, galaxy clustering and SDSS weak lensing maps of Paper I.
The full-sky maps are in galactic coordinates and are shown in Mollweide projection while the zoom-in version are in Gnomonic
projection. The CMB lensing convergence map derived from the foreground-removed CMB temperature and polarization
anisotropy maps from SMICA is shown in the top panel. It is masked using the analysis mask provided by the Planck Collabora-
tion. The zoom-in shows an enlarged version of the 5⇥ 5 deg2 region centered on (l, b) = (53°,�33.5°) shown in the map. The
bottom panel shows the map of the weak lensing shear modulus |�̂| derived from DES SV. Gray regions are masked because
they are either unobserved or they do not contain any galaxies at our resolution. The zoom-in shows an enlarged version of
the 5 ⇥ 5 deg2 region centered on (l, b) = (�95°,�40°) shown in the map. It is overlaid with a whisker plot illustrating the
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be expressed as the single-plane limit of the weak lensing
shear window function. We therefore have

W
CMB (�(z)) =

3

2

⌦mH2
0

c2

�(z)

a

�(z⇤) � �(z)

�(z⇤)
, (3)

where ⌦m is the fractional matter density today and a is
the scale factor. In our calculations we set z⇤ = 1090.

The power spectra involving CMB temperature
anisotropies can also be related to the primordial den-
sity fluctuations. The expression for the CMB temper-
ature power spectrum is given in Paper I. The observed
CMB temperature anisotropies are further correlated to
tracers of the LSS. For the galaxy overdensity and weak
lensing shear this cross-correlation is mainly due to the

integrated Sachs-Wolfe (ISW) [39] e↵ect and the result-
ing cross-power spectra are given in Paper I. The cross-
correlation between the CMB temperature anisotropies
and the CMB lensing convergence is dominated by the
ISW but receives further contributions from Doppler ef-
fects arising from bulk velocities of electrons scatter-
ing the CMB photons and from the Sunyaev-Zel’dovich
(SZ) [40] e↵ect (for a description of these e↵ects see e.g.
Refs. [41, 42]). The cross-correlation due to the SZ ef-
fect is not observable using the foreground-reduced CMB
temperature anisotropy maps from Ref. [13] but the re-
maining e↵ects are observable. The cross-power spec-
trum between CMB temperature anisotropies and CMB
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fraction of sky fsky = 0.67 and is shown in Fig. 2.

C. Type Ia supernovae

We complement the LSS data with geometrical con-
straints on the homogeneous Universe from the distance-
redshift relation measured from Type Ia supernovae. We
use data from the JLA [7], which is a compilation of 740
SNe Ia comprising data from SDSS-II [27–31], the Su-
pernova Legacy Survey (SNLS) [32, 33], the HST [34, 35]
and several low-redshift experiments [7].4 The JLA data
consist of SNe Ia light curve parameters which can be
used to calculate observed distance moduli.

D. Hubble parameter

We also add a local H0 measurement from HST [8]
to our analysis. We use the Hubble parameter esti-
mate by Ref. [9], which is a revision of the measure-
ment presented in Ref. [8]. Both measurements are de-
rived from Cepheid-calibrated SNe Ia distance moduli
but the former uses a revised distance to the anchor
NGC 4258 [17] to calibrate the Cepheid distances. This
analysis constrains the Hubble parameter to be given by

4
The data can be found at:

http : //supernovae.in2p3.fr/sdss snls jla/ReadMe.html.

H0 = 70.6 ± 3.3 km s�1 Mpc�1, where the uncertainties
are 1� and assumed to be Gaussian.

IV. MODEL PREDICTIONS

The auto- and cross-correlations of the CMB and LSS
cosmological probes can be computed theoretically from
the primordial power spectrum. In order to compute the
power spectra of the cosmological fields �g, � and CMB

we employ the Limber approximation [36–38] as in Paper
I. We further assume a flat cosmological model, i.e. ⌦k =
0. With these approximations the spherical harmonic
power spectrum Cij

` between cosmological probes i, j 2
[�g, �, CMB] at angular multipole ` can be expressed as

Cij
` =

Z
dz

c

H(z)

W i (�(z))W j (�(z))

�2(z)

⇥ P nl
��

✓
k =

` + 1/2

�(z)
, z

◆
, (2)

where H(z) is the Hubble parameter, �(z) the comoving
distance and c denotes the speed of light. Furthermore,
P nl

�� (k, z) denotes the nonlinear matter power spectrum
at redshift z and wave vector k and W i0 (�(z)) is the
window function for probe i0.

The window functions for �g and � are given in Paper
I. Since the CMB lensing convergence is approximately
sourced by a single-lens plane located at the last scat-
tering surface with redshift z⇤ its window function can
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FIG. 3. Measured auto and cross spherical harmonic power spectra along with background probes for this analysis. Starting
from the top-left corner, the 0, 0-panel shows the CMB temperature anisotropy power spectrum from Planck 2015. The 1, 0-panel
shows the cross-power spectrum between the galaxy overdensity from the SDSS DR8 CMASS sample and the CMB temperature
anisotropies from Planck 2015. The 1, 1-panel shows the galaxy clustering power spectrum from the SDSS DR8 CMASS sample.
The 2, 0-panel shows the cross-power spectrum between the CMB lensing convergence and the CMB temperature anisotropies
from Planck 2015. The 2, 1-panel shows the cross-power spectrum between the CMB lensing convergence from Planck 2015
and the galaxy overdensity from the SDSS DR8 CMASS sample. The 3, 0-panel shows the cross-power spectrum between the
weak lensing shear from SDSS Stripe 82 (�1) and the CMB temperature anisotropies from Planck 2015. The 3, 1-panel shows
the cross-power spectrum between the weak lensing shear from SDSS Stripe 82 and the galaxy overdensity from the SDSS DR8
CMASS sample. The 3, 2-panel shows the cross-power spectrum between the weak lensing shear from SDSS Stripe 82 and the
CMB lensing convergence from Planck 2015. The 3, 3-panel shows the cosmic shear power spectrum from SDSS Stripe 82.
The 4, 0-panel shows the cross-power spectrum between the weak lensing shear from DES SV (�2) and the CMB temperature
anisotropies from Planck 2015. The 4, 2-panel shows the cross-power spectrum between the weak lensing shear from DES SV
and the CMB lensing convergence from Planck 2015. The 4, 4-panel shows the cosmic shear power spectrum from DES SV. The
gray panel in the upper right corner shows the SNe Ia distance moduli from the JLA and the Hubble constant measurement
from Ref. [9].

VI. SYSTEMATICS

Cosmological measurements are generally a↵ected by
systematics. We parametrize these using eight di↵erent
nuisance parameters, which we simultaneously fit with
the cosmological parameters. A summary of these pa-

rameters can be found in Tab. III and they are described
separately for each cosmological probe below.

Power Spectra
Nicola, Refregier & Amara, 2016a,b
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parameters accounting for the uncertainties on the abso-
lute peak SNe Ia magnitude. Both the absolute magni-
tude parameter MB and the parameter � were found to
depend on the properties of the supernova’s host galaxy
[67, 68]. In order to take these e↵ects into account, we
follow Ref. [7] and set

MB =

(
M1

B if Mstellar < 1010M�,

M1
B + �M otherwise.

(13)

This parametrization thus finally gives rise to four di↵er-
ent nuisance parameters ↵, �, MB and �M .

VII. COVARIANCE MATRIX

In order to compute constraints on cosmological pa-
rameters from the 12 power spectra described above, we
need to estimate the joint covariance matrix of these
probes. We follow Paper I and assume the covariance
matrix to be Gaussian. This assumption is justified for
the CMB lensing convergence field, as shown by e.g.
Ref. [69]. As discussed in Paper I this is also appro-
priate for the CMB temperature anisotropy and galaxy
density fields at the scales considered but it is only an
approximation for the weak lensing shear field. We ex-
pect this to be a reasonable approximation since we do
not include small angular scales in our analysis and our
uncertainties on the cosmic shear power spectrum are
dominated by shape noise. We therefore leave the issue
of non-Gaussian covariance matrices to future work.

Following Paper I we compute the covariance matrix
employing two di↵erent methods: the first is based on
a theoretical prediction of the covariance matrix while
the second is an empirical method based on Gaussian
simulations of the cosmological probes considered in this
work. A description of both methods can be found in
Paper I. The Gaussian simulations employed in this work
are described in Appendix C.

Figure 4 illustrates the correlation matrix derived from
the sample variance of the Gaussian simulations. We
explicitly set sub-covariance matrices of non-overlapping
surveys to zero. These regions are marked in gray in the
figure.

VIII. PARAMETER INFERENCE

To compute cosmological parameter constraints from
the data presented in Sections III and V we follow Pa-
per I and assume the joint likelihood of the 12 spherical
harmonic power spectra to be Gaussian i.e.

L (D|✓) =
1

[(2⇡)d det CG]1/2

⇥ e� 1

2

(Cobs

` �Ctheor

` )TC�1
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FIG. 4. Correlation matrix of the spherical harmonic power
spectra derived using the Gaussian simulations described in
Sec. VII. Gray regions are set to zero because they correspond
to the covariance between non-overlapping surveys. The bin-
ning scheme and angular multipole ranges for each probe fol-
low those given in Tab. II.

where CG denotes the Gaussian covariance matrix de-
scribed in Sec. VII. Ctheor

` denotes the theoretical pre-
diction for the spherical harmonic power spectrum vec-
tor of dimension d = 92 and Cobs

` is the observed power
spectrum vector, defined as
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` = (CTT
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As in Paper I we neglect the potential non-Gaussian na-
ture of the weak lensing likelihood. We estimate the
joint covariance matrix CG both from simulations as
well as analytically as described in Sec. VII. We com-
pute it for a fiducial ⇤CDM cosmological model with
parameter values {h, ⌦m, ⌦b, ns, �8, ⌧reion, TCMB} =
{0.7, 0.3, 0.049, 1.0, 0.88, 0.078, 2.275 K}, where h is the
dimensionless Hubble parameter, ⌦m is the fractional
matter density today, ⌦b is the fractional baryon den-
sity today, ns denotes the scalar spectral index, �8 is
the r.m.s. of linear matter fluctuations in spheres of
comoving radius 8 h�1 Mpc, ⌧reion denotes the opti-
cal depth to reionization and TCMB is the mean tem-
perature of the CMB today. We assume no system-
atic uncertainties in our fiducial model except a linear
galaxy bias i.e. {b, mSDSS

⇤ , mDES
⇤ , m

CMB

, Aps, Acl} =
{2., 0., 0., 0., 0., 0.}. As described in Paper I we employ
the corrections described in Refs. [70–72] to debias the
inverse of the empirical covariance matrix and we neglect
the cosmology dependence of the covariance in our sam-
pling process.

Covariance Matrix
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Appendix A: Impact of intrinsic alignments

The shapes of unlensed galaxies have been found to
exhibit significant correlations, which are called intrinsic
alignments [56–62]. Since weak lensing shear assumes all
correlations between galaxy shapes to be due to gravi-
tational lensing, any measurement of weak lensing will
be biased by the presence of intrinsic alignments. These
a↵ect both the cosmic shear power spectrum as well as
any cross-correlation between LSS probes and the weak
lensing shear.

The observed cosmic shear power spectrum in the pres-
ence of intrinsic alignments can be written as

C��,obs
` = C��

` + 2CGI
` + CII

` , (A1)

where C��
` is the cosmic shear power spectrum. CGI

`
denotes correlations between the intrinsic alignments of
foreground galaxies and the weak lensing shear of back-
ground galaxies [64]. These arise because the gravita-
tional field causing the intrinsic alignments is the same
as that giving rise to the weak lensing shear and they are
called gravitational-intrinsic (GI) correlations. Finally
CII

` denotes correlations between shapes of neighbouring
galaxies which arise because these form under the influ-
ence of similar tidal gravitational fields [63]. These cor-
relations are termed intrinsic-intrinsic (II) galaxy align-
ments.

Since intrinsic galaxy alignments are due to the large-
scale gravitational field in which galaxies form, these
will be correlated to any tracer of the LSS. Therefore
we should expect intrinsic alignment contributions to
the cross-correlation between the weak lensing shear and
both the galaxy overdensity and the CMB lensing conver-
gence. The observed cross-correlation between the galaxy

Power Spectrum Amplitude
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In this model the intrinsic alignment spherical har-
monic power spectra for the cosmic shear become (see
e.g. [89])

CII
` =

Z
dz

H(z)

c

n�(z) n�(z)

�2(z)
PII

✓
k =

` + 1/2

�(z)
, z

◆
,

CGI
` =

Z
dz

W � (�(z)) n�(z)

�2(z)
P�I

✓
k =

` + 1/2

�(z)
, z

◆
,

(A6)
where n�(z) denotes the normalized redshift selection
function of the weak lensing survey under consideration.

The intrinsic alignment contribution to the cross-
correlation of the galaxy overdensity and the weak lensing
shear can be written as [89]

C
I�g
` =

Z
dz

H(z)

c

n�g (z) n�(z)

�2(z)

⇥ b P�I

✓
k =

` + 1/2

�(z)
, z

◆
. (A7)

Analogously the contribution of intrinsic alignments
to the cross-correlation between the CMB lensing con-

Probe Calibrations



Wide-Field Instruments
CMB Planck, SPT,  ACT,  Keck

VIS/NIR
Imaging VST, DES, Pann-STARRS, LSST

Euclid, WFIRST, Subaru
Boss, Wigglez, DESI, HETDEXSpectro

Radio
LOFAR, GBT, Chimes, BINGO, GMRT, 

BAORadio, ASKAP, MeerKAT, SKA



Impact on Cosmology

Stage IV Surveys will challenge all sectors of the 
cosmological model: 
• Dark Energy: wp and wa with an error of 2% and 

13% respectively (no prior) 
• Dark Matter: test of CDM paradigm, precision of 

0.04eV on sum of neutrino masses (with 
Planck) 

• Initial Conditions: constrain shape of primordial 
power spectrum, primordial non-gaussianity 

• Gravity: test GR by reaching a precision of 2% 
on the growth exponent  (dlnm/dlnam) 

→ Uncover new physics and map LSS at 0<z<2: 
Low redshift counterpart to CMB surveys

 Stage IV

 Stage IV+Planck

 Stage IV+Planck

 Stage IV

Amara et al. 2008



v

ρ

Φ

Integrated Probe Analysis

‣Measure all fields in the same volume
‣Redundant information for LCDM
‣Challenge GR and Concordance Model

10 Gy

ΔTCMB



Conclusions

‣ Integrated Cosmological probe approach takes full account of 
probe correlations and provides a stringent test of systematics and 
of cosmological model 

‣ An implementation combining CMB temperature (low l), CMB 
lensing, weak lensing, galaxy clustering, supernovae and H0, reveals:

•  No tension between these data sets and a good agreement 
with LCDM

• Indication of a tension between Planck-high l and the other 
probes

• Probe calibration parameters in agreement with expectations

‣Further extensions to include smaller scales and baryonic effects 
in the context of future surveys


